An International Investigation of the Austrian Theory of the Business Cycle

Abstract

In this paper we investigate the validity of the Austrian theory of business cycle. We use international data that span 1980-2005 and we utilize the available information in the most efficient manner via unit panel root and panel cointegration analysis. The relationships among the variables of the Austrian theory of business cycle are investigated using cointegrating techniques. We investigate the causality implications of the Austrian theory at various time horizons, using the method of Dufour, Pelletier and Renault (2006). Our results are in favour of the Austrian theory but in terms of temporal causality, these results tend to be slightly different across the countries.
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1. Introduction

In this paper, we will put the Austrian theory of the business cycle to the test. This theory emphasizes the role of credit in economic fluctuations. The Austrian theoretical approach followed the tradition of the neoclassical system, the dominant economic school in the '20s and the '30s. It was formulated and fully developed by the Austrian economist Ludwig von Mises in 1912 in his monumental work “Theory of Money and Credit.” Friedrich A. Von Hayek contributed considerably to the spread of this theory with the publication of "Monetary Theory and the Trade Cycle (1933)" and "Prices and Production" (1935), which further elaborated the Mises cycle theory.

As a first approximation, the Austrian Business Cycle (ABC) theory is based on the "misperception of the level of interest rates", as it claims that the upward phase of the cycle is the result of mistakes in intertemporal allocations caused by an interest rate that is "lower than it should be". The error lies in the fact that firms initiate production processes that presuppose the existence of a specific desire on the part of consumers to postpone consumption, although this is in fact incompatible with the actual profile of their time-preferences. The imminent abandonment or abridgment of the processes already initiated triggers the downward phase of the cycle. This model reflects in a unified manner, on one hand, the typical presentation of the production process by Bohm-Bawerk, and, on the other hand, Wicksell's theory on the relationship between the natural and market interest rates.

The paper is organized as follows. Section 2 presents the theoretical assumptions of the Austrian monetary theory of cyclical fluctuations. Section 3 presents the econometric methods implemented here, and illustrates their findings. The conclusions are presented in section 4.
2. Theoretical Assumptions of the Austrian Theory.

The ABC theory adopted the Wicksellian interest rate, that is, the natural interest rate. The natural interest rate is the equilibrium price determined by the supply of savings and the demand for loanable funds. In a free market, this clearing price is fully determined by the (subjective) "time-preference" of all the individuals that make up the market economy. As regards the term "time-preference", we should note that it reflects the degree to which an individual prefers the present to the future. Thus, the (subjective) time-preference plays an important role in the extent to which individuals save and invest, as compared to the extent they consume. It is obvious that when their time-preferences fall, individuals tend to reduce their consumption and increase their savings and investments. At the same time, the interest rate tends to decrease. (Hayek, 1931, 1933). Nevertheless, the ability of banks to create credit does not depend on savings, so that the "market interest rate", that is the interest rate applied on credit, can differ from the natural interest rate.

However, an essential and natural question that arises, and will be analyzed later is what happens to the economy when interest rates fall not because of lower time-preference but because of credit expansion.

We should note here that, according to Hayek (1935, 1941), changes in individuals' time-preferences (or the productivity of new technology) are the sole cause of permanent real changes in economic activity, since the savings resulting from the time-preference changes are consistent with the consumers' plans.

An interesting notion the Austrian school of economic thought introduced is that of the "time dimension" in consumption and production activities, from which stems the notion of "time-preference" as well as the hypothesis that the least indirect production methods yield greater productivity (Hayek 1933, 1935).

The above features relate directly to the Austrian theory of capital, whose destiny at the end of the 19th century and beginning of the 20th century was to be determined by “Capital and Interest”, a book written by Bohn-Bawerk (1889). The contribution of Bohn-Bawerk's work lies in the idea that the primary element of all production activities using capital, in the sense of a set of reproducible means of production, is the temporal

---

1The product of time-preference is the originary rate of interest, as noted by Mises (1966), who argued that there is always a discount in the price of future goods compared to the price of those same goods in the present. This discounting process is applied to all goods, not just money or capital. "If future goods were not bought and sold at a discount as against present goods, the buyer of land would have to pay a price which equals the sum of all future net revenues and which would leave nothing for a current reiterated income."
correlation among events to form temporal event sequences. In this case, the eventual technological transformations are characterized by complementarity and not interchangeability.

Time is considered to be a non-reversible succession of moments, so that the production structure at any given moment depends not only on the investments already made but also on the temporal sequence of these investments. The temporal structure of the production process studied by Bohn-Bawerk belongs to the continuous input-point output type. In the Austrian theory, capital is in fact considered in almost all cases as circulating capital. There is no place for fixed capital. The fact that there is another way to introduce time in the production process (the period of time during which the "machine" functions) was ignored. Thus, Bohn-Bawerk introduced the element of time in the analysis of consumption and the decisions concerning production.

The roundaboutness of Bohn-Bawerk's production (multidimensional in value and time), Mises and Hayek added the heterogeneous concept of physical capital. However, before analyzing this concept, we should refer to Hayek's "structure of production" and the relevant right triangle, which is fully compatible with Bohn-Bawerk's concept of capital as multidimensional in value and time. The horizontal base of the triangle represents the time dimension of the production process; the vertical leg represents the value of the consumable products. The time dimension is divided into a number of "stages of production," the output of one stage being the input of the next. A single "project" that converts (early-stage) raw materials into (final-stage) consumables concentrates the plans of several producers that are mutually coordinated by the price system, including the rate of interest (Garrison, 2001).

With a heterogeneous concept of capital, there are differential shifts in demand by capital type, in response to a change in the interest rate. Hayek related the interest rate directly to price margins between stages in the production structure. "The price of a factor which can be used in most early stages and whose marginal productivity there falls very slowly will rise more in consequence of a fall in the rate of interest than the price of a factor which can only be used in relatively lower stages of reproduction or whose marginal productivity in the earlier stages falls very rapidly," (Hayek, 1967).

A basic hypothesis of the ABC theory is that when the market interest rate falls below the natural interest rate, investors prefer turning to capital intensive investment and expanding their investment in durable equipment, in capital goods, in industrial raw materials, and in construction (in other words to more capital intensive production processes) as compared to their direct production of consumer goods (less capital intensive production processes).
2.1 Credit-Induced Boom (Mises 1912)

What happens when the monetary authority injects new money / liquidity with the objective to reduce interest rates. Can this action result in market interest rates that are lower than natural interest rates? The artificial lowering of interest rates is not perceptible by the individuals of the market economy, who mistakenly consider the change in market interest rates to be permanent and genuine. As a result, consumers want to reduce their saving i.e. to shift consumption to the present, while entrepreneurs want to increase their investment spending. Thus, investment that used to seem unprofitable, especially those on longer production processes, now seem profitable. We cannot but observe a point of inconsistency here, as consumers want to consume less in the future, although there will be more output available in the future (because firms have undertaken longer production processes). Obviously, there is not a transfer of resources between savers and investors. Moreover, at a later stage, entrepreneurs, having this cheaper money, pay higher wages to the workers of the capital good industry. Once the workers start to spend this additional income, a series of troubles appear. However, their time-preference remains the same, which means that they do not want to save more than they have. So the workers set about to consume most of their new income, in short to re-establish the old consumer/saving proportions. This means that they redirect spending back to consumer goods industries, and they don't save and invest enough to buy newly produced machines, capital equipment, and industrial raw materials. A demand for consumer goods is thus created before these goods are available. As a result, the increase in the demand for consumer goods pushes upwards the current prices relating to future consumption goods, which corresponds to a rise in market interest rates.

Such firms, who overinvested in capital goods (and underinvested in consumer products), following the rise of interest rates realize that their investments have become unprofitable. Their next step is to reduce the demand for workers employed in the production of capital goods, which in turn leads to the reduction of the workers' income. When firms attempt to return to their previous production structure, such a recession appears.

In fact, the artificially low interest rates created by the expansion of money supply lead to malinvestment or mismatch (a phrase used repeatedly by Mises (1966)) between investment and future consumption plans. This mismatch is the cause of the subsequent burst.

Could the recession phase be avoided? How could the monetary policy contribute to this?
The Austrian theorists claim that, once malinvestment takes place, any monetary effort such as a new injection of liquidity - Hayek calls this situation a secondary deflation - only postpones the associated recession, which is an inevitable (Hayek 1933, 1935). To them, the economy should enter the phase of recession, so that the structure of production is readjusted to match the inter-temporal spending plans of consumers.

3. Empirical investigation of the ABC theory

3.1 Introduction

The structure of econometric analysis is the following: First, we detect the nature of the underlying stationary properties of each time series, using several unit root tests such as ADF and panel unit root tests; the latter are inevitable, because as they are suggested as a solution to the poor power problem of the previous test. Second, we apply cointegration analysis. The Johansen procedure (Johansen 1988) is followed to find how many cointegrating relationships there are (and if there are) among their variables. Moreover, we use panel cointegration tests because of the beneficial effects in terms of power. The estimation of cointegration vectors has been performed using the fully modified (FM) OLS estimation technique for heterogeneous cointegrated panels (Pedroni 2000). In order to study for causality at various horizons we apply the recent method of Dufour, Pelletier and Renault (2006).

All data come from the International Monetary Fund (IFS) cover the 1980:1-2005:4 period and concern the USA, Australia, Canada, the UK, Japan, Germany, Spain, France and Italy. The variables used in our analysis are: gross domestic product, gross fixed capital formation, credit, and interest rates (see table 6 for more details).

Before, we start studying in detail the various econometric methods we will implement and their results, it is necessary to clearly define the ABC theory. As we have noted, the ABC theory follows a chain of economic events. The more interesting links of this chain are those connecting credit with investment and real output. We suppose that artificial changes of credit influence investment, which in turn give an impulse to the economic activity. These artificial changes of credit can be the result of changes in money supply or (directly) in interest rates, we note that changes in money supply can result in interest rates. The tools of the monetary policy that will be used depend on the monetary policy each country implements. In fact, the artificially induced-credit is the stimulated mechanism of economy.

Thus, we must investigate the relationships among the variables, which can be formed as follows:
where \( y_{it} \) is output in country \( i \) and quarter \( t \), \( I_{it} \) is the investment, \( C_{it} \) is the credit, \( m_{it} \) is the money supply and \( r_{it} \) is the interest rate.

\[
y_{it} = \beta_0 + \beta_1 I_{it} + \beta_2 C_{it} + \beta_3 r_{it} + \beta_4 m_{it} + u_{it}
\]

(1)

### 3.2 Testing for Integration

In our paper, we initially use Dickey-Fuller (ADF) tests to testing for integration. Moreover, we apply three panel unit root tests: the IPS test, suggested by Im, Pesaran and Sin (2003), the MW test, suggested by Maddala and Wu (1999) and a test belonging to the same category, the Choi test, suggested by Choi (2001). These tests take non-stationarity as the null hypothesis.

The results from the ADF tests (see Table 1) indicate that at levels all the variables that are of interest to our analysis are non-stationary except for money in the United Kingdom. In their first differences, they do not contain unit roots according to the same test.

However, when we conduct the panel unit roots tests the results are clearer (see Table 2), so at levels the null hypothesis (Unit root) is accepted for all the variables, while in the first differences of time series, the null hypothesis (unit root) is rejected. Therefore, all variables are integrated of order one in levels.

### 3.3. Testing for Cointegration

The strategy we follow in order to investigate the existence of long-run equilibrium relationships among the variables is presented below. We conducted the Johansen (1988) and the panel cointegration (Pedroni, 1999) tests on variables.

In Table 3, we present country-specific Johansen cointegration results. The null hypothesis of at least one cointegration vector is accepted. Therefore, we concluded that the existence of a long-run equilibrium to which our variables in each country converges over time.

The results of Pedroni’s panel cointegration tests (see table 4) support the existence of one cointegration vector when using as dependent variables the output, investment and money supply and credit, if a heterogeneous specific trend is included.
3.4 Estimating the cointegration vector

For the estimation of the long-run relationship among the variables there are various estimators that can be used, which include within-and between-group fully modified OLS (FMOLS) and dynamic OLS (DOLS) estimators. FMOLS is a non-parametric approach to dealing with correlation for serial correlation, while DOLS is a parametric approach where lagged first-differenced terms are explicitly estimated.

In our study, we follow the method of fully modified OLS appropriate for heterogeneous cointegrated panel (Pedroni, 2000) in order to estimate (1). This method does not present the drawbacks of the OLS method of estimation. These drawbacks, as Pedroni notes, are associated with the fact that a standard panel OLS estimator is asymptotically biased and its distribution is dependent on nuisance parameters associated with the dynamics underlying processes of variables. To eliminate the problem of bias due to the endogeneity of the regressors, Pedroni developed the group-means FMOLS estimator by incorporating the Phillips and Hansen (1990) semi-parametric correction to the OLS estimator. He also adjusted the heterogeneity in the short run dynamics and fixed effects.

Consider the following cointegrated system for a simple two variable panel of \(i = 1, \ldots, n\) members,

\[ y_{it} = \alpha_i + \beta x_{it} + \mu \]

(2)

\[ x_{it} = x_{i,t-1} + \epsilon_{it} \]

(3)

---

2 Pedroni (2001) has suggested a between-dimension, group-means panel DOLS estimator that incorporates corrections for endogeneity and serial correlation parametrically. He used the following regression model which includes lead and lag dynamics:

\[ y_{it} = \alpha_i + \beta x_{it} + \sum_{j=k+1}^{k} \gamma_j \Delta x_{i,t-j} + \epsilon_{it} \]

where

\[ \hat{\beta}_{i,DOLS} = \left[ N^{-1} \sum_{i=1}^{N} \left( \sum_{t=1}^{T} z_{it} \Delta x_{i,t-k} - \sum_{t=1}^{T} z_{it} \bar{y}_{it} \right) \right]^{-1} \left( \sum_{t=1}^{T} z_{it} \Delta x_{i,t-k} - \sum_{t=1}^{T} z_{it} \bar{y}_{it} \right) \]

(*) and \( z_{it} \) is the \(2(k+1) \times 1\) vector of regressors \( z_{it} = \left[ (x_{it} - \bar{x}_i), \Delta x_{i,t-k}, \ldots, \Delta x_{i,t-k-k} \right] \); the subscript 1 outside the brackets in (*) indicate that only the first element of the vector is taken to obtain the pooled slope coefficient.
where the vector error process \( \tilde{\epsilon}_t = (\mu_t, \tilde{\epsilon}_t) \) is stationary with asymptotic covariance matrix \( \Omega_i \).

The FMOLS estimator is:

\[
\hat{\beta}_{i,FMOLS} = N^{-1} \sum_{j=1}^{N} \left( \sum_{t=1}^{T} (x_{it} - \bar{x}_i) \right)^{-1} \left( \sum_{t=1}^{T} (x_{it} - \bar{x}_i) y_{it}^* - T\bar{y}_i \right)
\]  

(4)

where

\[
y_{it}^* = (x_{it} - \bar{x}_i) - \frac{\hat{\Omega}_{21i}}{\hat{\Omega}_{22i}} \Delta x_{it}
\]  

(5)

\[
\hat{y}_it = \hat{\Gamma}_{2i} - \hat{\Omega}_{21i} \hat{\Omega}_{22i}^{-1} \left( \hat{\Gamma}_{22i} - \hat{\Omega}_{22i} \right)
\]  

(7)

where the \( \hat{\Omega} \) and \( \hat{\Gamma} \) are covariances and sums of autocovariances obtained from the long-run covariance matrix for the model.

The estimation of panel cointegration regression is done by imposing (and alternatively by not imposing) common time dummies in the regression. The common time dummies are different to common time trends, but these still impose homogeneity in this aspect across the \( i \) dimension of the panel, whereas heterogeneous time trends allow for more general structure (Sollis and Harris, 2003). Fully modified OLS estimates of the cointegrating relationships are presented in Table 5 on a per country basis as well as for the panel as a whole.

For the panel, and including the time dummies, the coefficients of all variables are statistically significant when normalizing the equation so that output is the a dependent variable. Moreover, the effect of investment on output is positive and the estimated coefficient is 0.68 with t-statistic of 32.32. Credit has also a positive impact (0.18) on output. Money supply is statistically significant for output and the t-statistic is 2.94. However, interest rate has a negative impact (-0.08) on output. On a per country basis, investment has a positive impact on output but the relation is not statistically significant in Australia. The impact of credit on output is positive in all countries, but the relation in Italy and Spain it is statistically insignificant. Moreover, in the USA, the estimated coefficient of credit is 0.22 with t-statistic of 2.76. In Japan, the corresponding estimated coefficient is 0.41 with t-statistic of 3.67. Money supply is statistically significant for output in the majority of countries, with only exception the case of Australia. In particular, money supply has a positive impact on output in the USA, Canada, Germany, France and Italy, but a negative impact upon the UK, Japan and Spain. Finally, interest
rate is statistically significant in all countries. The sign of estimated coefficient is negative in the USA, Australia, Canada and Italy and the corresponding sign is negative in all other countries.

When investment is a dependent variable, we observe that all variables are statistically significant. The impact of credit on investment is positive (0.23) with t-statistic of 3.41. Interest rate has a marginally negative effect (-0.03) on investment. However, output and money supply have positive effect on output while the estimated coefficients are 1.04 in the case of output and 0.04 in the case of money supply. The t-statistics are 31.99 and 3.89, respectively. On a per country basis, we observe same differences with regard to the above findings, thus credit is statistically insignificant for investment in the case of Canada and Spain. Interest rates, respectively, in the case of Japan, while the sign of estimated coefficient is marginally positive in the case of the UK, Germany, Spain and France. Money supply is not statistically significant for investment in Australia. Moreover, the positive sign remains in the USA, the UK, Japan, Germany and Spain.

When credit is a dependent variable, all variables are statistically significant. The estimated coefficient of money supply is 0.21 with t-statistic of 9.00. Output has a positive effect (0.79) on credit. Moreover, investment has also a positive impact on credit. However, the sign of the estimated coefficient of interest rate is negative. On a per country basis, we observe that money supply is not supposed to be statistically significant in Canada and Germany. However, money supply has a negative impact on credit in Australia. Additionally, interest rate does not affect credit in Australia, Japan, France and Spain. In addition, investment does not influence credit in the case of Australia, Canada and Spain. The same behavior is observed in output, (output does not affect credit) in the cases of Australia, Canada, Italy and Spain.

In the case of money supply, all the estimated coefficient is statistically significant. The corresponding coefficient of credit is 1.07 with t-statistic of 6.33. Interest rate has a negative impact on money supply. In addition, output has also a negative impact on money supply. However, the sign of estimated coefficient of investment on money supply is positive (2.24). On a per country basis, the findings differentiate across the country. Particularly, credit has no impact on money supply in the case of Australia, Canada, Germany and Spain. Interest rate is not statistically significant in the UK, France and Italy.

Therefore, the findings from the panel indicate that the sequence of events predicted by the Austrian business cycle theory is verified. More specifically, we observe that, the main links of chain are verified, thus, investment has a positive impact on output. The impact of credit on output and investment is also positive. In addition, credit is positively influenced in a significant degree by money supply.
On a per country basis, there are minor differences amongst the countries according to our findings. In the USA, in the UK, Japan, France and Italy, the ABC theory is verified, while in Spain, Canada, Australia and Germany not all parts of the chain of the ABC theory seem to match.

### 3.5 Testing for Causality

An important issue for our analysis is the causality. To testing for causality we used the method of Dufour, Pelletier and Renault (2006) which is based on running vector autoregressions at different horizons. By using a finite order vector autoregressive model, the above mentioned authors suggested simple tests for examining the causality relation among variables at various horizons.

In particular, let us first describe the notion of autoregression at horizon \( h \) and the relevant notations. Consider a \( \text{VAR}(p) \) process of the form:

\[
W(t) = \mu(t) + \sum_{k=1}^{p} \pi_k W(t-k) + \alpha(t), \quad t = 1, \ldots, T
\]  

(8)

where \( W(t) = (\omega_{1t}, \omega_{2t}, \ldots, \omega_{mt})' \) is a random vector, \( \mu(t) \) is a deterministic trend, and \( \alpha(t) \) is a white-noise process of order two with a non-singular variance-covariance matrix \( \Omega \). The most common specification for \( \mu(t) \) consists in assuming that \( \mu(t) \) is a constant vector, although other deterministic trends –such as seasonal dummies- could also be considered.

The \( \text{VAR}(p) \) is an autoregression at horizon 1. This autoregressive form can be generalized to allow for projection at any horizon \( h \) given the information available at time \( t \). Hence, the observation at time \( t+h \) can be computed recursively from equation (8) and is given by:

\[
W(t+h) = \mu^{(h)}(t) + \sum_{k=1}^{p} \pi_k^{(h)} W(t+1-k) + \sum_{j=0}^{h-1} \psi_j \alpha(t+h-j)
\]  

(9)

where \( \psi_0 = I_m \) and \( h < T \). The appropriate formulas for the coefficients \( \pi_k^{(h)} \) and \( \mu^{(h)}(t) \) are given in Dufour and Renault (1998), and the \( \psi_j \) matrices are the impulse-response coefficients of the process.

The above equation is called an autoregression of order \( p \) at horizon \( h \) or a \( (p,h) \)-autoregression.

Let us consider equation (9) written under a more useful matrix form:
\[
W(t + h) = \bar{W}_\rho(h)\Pi^{(h)} + U(t + h)
\]

We can estimate this equation by ordinary least-squares (OLS), which yields the estimator:

\[
\Pi^{(h)} = \left[\bar{W}_\rho(h)^{\top}\bar{W}_\rho(h)\right]^{-1}\bar{W}_\rho(h)W(t + h)
\]

Hence

\[
\sqrt{T}\left[\hat{\Pi}^{(h)} - \Pi^{(h)}\right] = \left[\frac{1}{T}\bar{W}_\rho(h)^{\top}\bar{W}_\rho(h)\right]^{-1}\frac{1}{\sqrt{T}}\bar{W}_\rho(h)U(t + h)
\]

Under usual regularity conditions, we can show that \(\sqrt{T}vec(\hat{\Pi}^{(h)} - \Pi^{(h)})\) converges to a normal distribution with a non-singular covariance matrix.

We are interested in the hypothesis that a variable \(\omega_{jt}\) does not cause another one, \(\omega_{it}\), at horizon \(h\), and the restrictions related to that hypothesis take the form:

\[
H_0^{(h)} : \pi_{ijk}^{(h)} = 0, \quad k = 1, \ldots, p,
\]

where \(\pi_{ik}^{(h)} = \left[\pi_{ik}^{(h)}\right]_{a, j=1, \ldots, m}\) comes from the \((p, h)\) - autoregression defined in equation (9).

In other words, the null hypothesis takes the form of a set restrictions on the coefficients of the matrix \(\hat{\Pi}^{(h)}\). Under the hypothesis \(H_0^{(h)}\) of non-causality at horizon \(h\) from \(\omega_{jt}\) to \(\omega_{it}\), the asymptotic distribution of the Ward statistic \(W\left[H_0^{(h)}\right]\) is \(\chi^2(p)\). In order to get an appropriate distribution, we have to take in account that the prediction error \(\hat{u}(t + h)\) follows an \(MA(h-1)\) process. To that end, we use the Newey-West procedure, which gives an automatically positive-semidefinite variance-covariance matrix.

The Gaussian asymptotic distribution provided may not be very reliable in finite samples, especially if we consider a VAR system with a large number of variables and/ or lags. Due to autocorrelation, a larger horizon may also affect the size and the power of the test. An alternative to using the asymptotic chi-square distribution of \(W\left[H_0^{(h)}\right]\) consists in using Monte Carlo test techniques or bootstrap methods. In view of the fact that the asymptotic distribution of \(W\left[H_0^{(h)}\right]\) is nuisance-parameter free, such methods yield asymptotically valid tests when applied to \(W\left[H_0^{(h)}\right]\), and typically provide a much better control of the test level in finite samples.

In the empirical study presented below, \(p\)-values are computed using a parametric bootstrap. The procedure can be described as follows: an unrestricted VAR(p) model is fitted for the horizon one, yielding the estimates \(\hat{\Pi}^{(i)}\) and \(\hat{\Omega}\) for \(\Pi^{(i)}\) and \(\Omega\).
1. an unrestricted \((p, h)\)-autoregression is fitted by least squares, yielding the estimate \(\hat{\Pi}^{(h)}\) of \(\Pi^{(h)}\).

2. the test statistic \(W\) for testing non-causality at the horizon \(h\) is computed.

3. \(N\) simulated samples are drawn by Monte Carlo methods, using \(\Pi^{(h)} = \hat{\Pi}^{(h)}\) and \(\Omega = \hat{\Omega}\) (and the hypothesis that \(\alpha(t)\) is Gaussian); we then impose to \(\hat{\Pi}^{(h)}\) the constraints of non-causality.

4. the simulated \(p\)-value is obtained by calculating the rejection frequency.

The results of causality tests, following the method of Dufour, Pelletier and Renault (2006) on per country basis, are reported in Table 6. In effect, we investigate whether the ABC theory chain of events is really valid. Particularly, in the first stage, we test whether the interest rate is influenced by money supply. We note that the "chain" can function straight from interest rate since this consists a tool monetary policy, therefore the causality relation between money supply and interest rate, although important, it cannot nullify the ABC theory by itself. In the second stage, we test, whether money supply or interest rate affects credit. Later, we investigate the causality relation between credit and investment which is the crucial point for verification of the ABC. Finally, in the third stage, we test whether investment affects output.

We first apply the test to the US. The results indicate that interest rate is influenced by money supply, in the short and medium horizon. Moreover, we observe that money supply causes credit in the medium horizon as well as interest rate causes credit in the short horizon. The crucial link of chain clearly operates since credit causes investment from horizon 6 (up to 34). Finally, we detect robust evidence that supporting the causality from investment to output. The behaviour of credit is remarkable because it causes output over any horizon. Therefore, we conclude that the ABC theory is verified in the U.S. economy.

For Australia, money supply seems to cause interest rate, which clearly causes credit in short and medium horizon. Moreover, we observe a bidirectional causality relation between money supply and credit. Credit causes investment in the medium and long horizon. Finally, we detect little evidence in short horizon for causality from investment to output. On the contrary, the evidence supports causality from credit to output. Therefore, the ABC theory tends to be verify.

In Canada, the chain of events of the ABC theory starts from interest rate, which causes credit over any horizon. Interest rate also significantly affects investment and output as
well as. The latter variable is also influenced by credit. In this country, it seems there is no causality relation between credit and investment, the main mechanism of economic fluctuation is the interest rate.

In the UK, interest rate causes credit. The latter variable has a significant causality relation with investment, and influences it. Therefore, the main links of the ABC chain are strongly connected. Moreover, credit causes output, while investment affects output in short horizon.

In Germany, the results seem to be in favour of the ABC theory. The moving power, in this economy, is the money supply this causes credit, which in turn causes investment. The latter variable clearly causes output. Moreover, the observation of causality results indicates that credit also affects output.

For Japan, the evidence provided allows us to verify the ABC theory. Moreover, the causality relations which go from credit to output as well as from credit to investment over any horizon are significant.

In France, the sequence of events of Austrian business cycle seems to be valid. Particularly, we detect evidence supporting the causality from credit to investment as well as from investment to output. In addition, credit is caused by money supply in short horizon.

In Italy, the causality results are not consistent with the ABC theory regarding the last link of the chain that which connects investment to output, thus investment does not cause output over any horizon. However, the role of credit is crucial because it causes output in medium horizon as well as investment.

Finally, in Spain, we observe that the chain of causality relations functions only in the medium and long horizon, apart from the last causality relation, that between investment and output, as the latter variable is caused by investment in short horizon.

The causality findings which came out from the implementation of the method of Dufour et al. (2006) across the selected sample of countries confirm the crucial role of credit in the Austrian business cycle theory and lead us to its verification.
4. Summary of the Findings

In this paper we have combined cross-sectional and time series data in order to verify the Austrian theory of the business cycle in nine countries. For this purpose, we have implemented several econometric methods.

We used the method of fully modified OLS appropriate for heterogeneous cointegrated panel in order to estimate the relationships among the variables, which describe the ABC theory. The findings from the panel indicate that the chain of events in the ABC theory is verified. More specifically, the main links of chain are verified, thus, investment has a positive impact on output. The impact of credit on output and investment is also positive. Credit is positively influenced in a significant degree by money supply. On a per country basis, there are minor differences amongst the countries according to our findings. In the USA, in the UK, Japan, France and Italy, the ABC theory is verified, while in Spain, Canada, Australia and Germany not all parts of the chain of the ABC theory seem to match.

We examined the causality relation among variables at various horizons by using the method of Dufour, Pelletier and Renault (2006).

Our results favour the Austrian theory when FOLMS estimation is used. In terms of causality, these results are slightly different across countries but the basic message remains the same.
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