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ABSTRACT

Location as a Signal of Quality*

We examine a horizontal product differentiation duopoly model where firms are also differentiated with respect to the quality of their products. Firms first choose their locations (or product characteristics) and then compete in prices. Under full information, it is shown that, whereas the low quality firm prefers to locate as far as possible from its competitor, the same is not true for the high quality firm, unless the quality difference is small enough. The Paper then suggests an explanation for spatial agglomeration based on incomplete information considerations. Because it is less costly for a high quality firm than for a low quality firm to locate close to a rival firm, choosing a location closer to a rival signals high quality.
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NON-TECHNICAL SUMMARY

In most markets there is both vertical (quality) and horizontal (variety) product differentiation. Quality refers to characteristics of a product that all consumers find desirable. Variety reflects the fact that consumers may have different preferences with respect to some other product characteristic. This Paper attempts to improve our understanding of markets where both types of differentiation are present, examining in particular the effect of quality differences on the horizontal differentiation decisions of firms.

Some examples may illustrate how both horizontal and vertical characteristics are taken into consideration when consumers select among different products. Consumers may choose a restaurant either because it offers high quality of food and service or because of its convenient location. But, they would rarely travel a long distance to dine at a low quality restaurant (at least unless the price was sufficiently low). Consumers may choose to purchase a car based on either ‘objective quality’ characteristics, such as fuel efficiency, reliability and safety, or because they particularly like its colour, design, or ‘feel of the road’. In academia, researchers are likely to pay attention to work close to their field of expertise, as well as to work that is outside their particular area of interest but is produced by someone known as an outstanding researcher. In our analysis we take the quality aspect of firms’ products as given and examine the implications for their horizontal product differentiation and pricing strategies. For example, in the situations mentioned before, how does the optimal location of a restaurant vary, depending on whether the quality of its food is high or low? Given that an automobile manufacturing company has higher overall quality than its competitors, how should it differentiate its product with respect to the design or other characteristics about which consumers’ tastes may differ? Or, how should a gifted young researcher decide (early in graduate school) which, among many different fields, to pursue?

The model introduces quality differences in a standard linear-city duopoly model. Location in the linear city can be interpreted either as geographical location or as a choice of variety. Firms choose first their locations and then compete in prices. Consumers make their purchasing decisions after they observe the final ‘delivered’ prices, that is, prices adjusted for quality plus a transportation cost. The first part of the Paper considers the full information case. We find that it is more costly for a low quality firm than for a high quality firm to locate closer to a rival firm. Whereas the low quality firm prefers to locate as far as possible from its competitor, the same is not true for the high quality firm, unless the quality difference is small enough. Put differently, the low quality firm seeks to move away in product space, in an effort to reduce
price competition. A firm that enjoys a large quality advantage, however, seeks to press its vertical advantage by moving towards its rival. In this sense, the ‘maximum differentiation’ result does not hold when the quality differences are significant.

In the second part of the analysis, we recognize that firms may have private information about the quality of their products. Potential customers can observe the location of a restaurant, but they may not know the quality of the food until after they have consumed it. Similarly, consumers may be able to inspect the design characteristics of an automobile, but they may not have precise information about its reliability until after they have driven it for some time. Or, when evaluating a researcher’s application for academic employment, it may be difficult to judge their overall ‘quality’, whereas their field of specialization is immediately observable. In these examples, the agents making the location choices may have initially better information about their quality than other agents. This information may become known to others in the market only after some time, whereas the location choices are immediately observable.

The main insight in the Paper is that a firm’s location can be used as a signal of its quality. This is because it is more costly for a low quality firm than for a high quality firm to be located close to a competitor. Thus, when location has a literal geographical interpretation, the model provides an explanation for spatial agglomeration due to incomplete information considerations: a high quality firm may choose to signal its quality to the consumers by locating close to competition (whereas a low quality firm would choose to operate in more ‘distanced’ markets). When location is interpreted as variety, another interpretation of this behaviour is that firms who offer high quality products may avoid substantial product differentiation in the variety dimension. In the context of the examples introduced above, a new restaurant may choose to locate in a ‘restaurant district’, even though it would face stronger competition there, to signal high quality. The inference here is that, for a low quality restaurant, choosing a location that implies intense competition with other restaurants would lead to low profit (in the middle run, after it is revealed that its quality is not high). Choosing to serve a particular segment of the market, for example some local neighbourhood demand, would, therefore, be a better strategy for a low quality firm (some consumers would still want to eat there, even if it is a low quality restaurant, because of its convenient location). As a result, locating close to competition (and, in particular, closer to competition than under full information), signals that this is a high quality restaurant. Similarly, for an automobile manufacturer, avoiding differentiation of a model’s design from ‘the mainstream’ may signal high quality, whereas a low quality manufacturer may find it more profitable to follow a ‘niche’ strategy. And graduate students may choose academic fields where there is very intense
‘competition’, simply because choosing other fields may be perceived as a sign of weakness (or ‘low quality’).

As a by-product of the analysis in this Paper, we also obtain new insights with respect to the role of quality in oligopolistic competition that is different from the role in models of pure vertical differentiation. In such models, increasing the quality of the high quality firm increases the profit of both the high quality and the low quality firm. This result is due to the fact that, in these models, firms selling different qualities coexist in the market because consumers differ with respect to how much they value quality. In this Paper, firms selling different qualities coexist in the market because there is also differentiation along an additional (horizontal) dimension: low quality firms survive by specializing in offering a variety that some consumers find attractive. Then, increasing the quality difference between firms has a very different implication: while it increases the high quality firm’s profit, it decreases the low quality firm’s demand and profit. This may be a more realistic representation of some markets.
1. Introduction

In most markets there is both vertical (quality) and horizontal (variety) product differentiation. Quality refers to characteristics of a product that all consumers find desirable. Variety reflects the fact that consumers may have different preferences with respect to some other product characteristic. This paper attempts to improve our understanding of markets where both types of differentiation are present, examining in particular the effect of quality differences on the horizontal differentiation decisions of firms.1

Some examples may illustrate how both horizontal and vertical characteristics are taken into consideration when consumers select among different products. Consumers may choose a restaurant either because it offers high quality of food and service or because of its convenient location. But they would rarely travel a long distance to dine at a low-quality restaurant (at least unless the price was sufficiently low). Consumers may choose to purchase a car based on either “objective quality” characteristics, such as fuel efficiency, reliability, and safety, or because they particularly like its color, design, or “feel of the road.” In academia, researchers are likely to pay attention to work close to their field of expertise, as well as to work that is outside their particular area of interest but is produced by someone known as an outstanding researcher. In our analysis we take the quality aspect of firms’ products as given and examine the implications for their horizontal product differentiation and pricing strategies. For example, in the situations mentioned before, how does the optimal location of a restaurant vary, depending on whether the quality of its food is high or low? Given that an automobile manufacturing company has higher overall quality that its competitors, how should it differentiate its product with respect to the design or other characteristics about which consumers’ tastes may differ? Or, how should a

1In most of the literature, the vertical and the horizontal dimensions have been examined separately. There are few exceptions where papers incorporate both types of differentiation (see the discussion below).
gifted young researcher decide (early in graduate school) which among many different fields to pursue?\(^2\)

The model introduces quality differences in the d’Aspremont et al. [7] reformulation of Hotelling’s [17] linear-city duopoly model. Location in the linear city can be interpreted, as usual, either literally as geographical location or as a choice of variety. Firms choose first their locations and then compete in prices. Consumers make their purchasing decisions after they observe the final “delivered” prices, that is, prices adjusted for quality plus a transportation cost. The first part of the paper considers the full-information case. We consider sequential, as well as simultaneous location choices of firms. A first key insight is that it is more costly for a low-quality firm than for a high-quality firm to locate closer to a rival firm. Whereas the low-quality firm prefers to locate as far as possible from its competitor, the same is not true for the high-quality firm, unless the quality difference is small enough. Put differently, the low-quality firm seeks to move away in product space, in an effort to reduce price competition. A firm that enjoys a large quality advantage, however, seeks to press its vertical advantage by moving towards its rival. In this sense, the “maximum differentiation” result does not hold when the quality differences are significant.

In the second part of the analysis, we recognize that firms may have private information about the quality of their products. Potential customers can observe the location of a restaurant but they may not know the quality of the food until after they have consumed it. Similarly, consumers may be able to inspect the design characteristics of an automobile, but they may not have precise information about its reliability until after they have driven it for some time. Or, when evaluating a researcher’s application for academic employment, it may be difficult to judge her overall “quality”, whereas her field of specialization is immediately observable. In these examples, the agents making the location choices may have initially better

\(^2\)In many situations quality may be also a choice variable. Here we focus on the case where quality is already determined (or, equivalently, is much more difficult to change than other characteristics).
information about their quality that other agents. This information may only become known to others in the market only after some time, whereas the location choices are immediately observable.

The main insight in the paper is that a firm’s location can be used as a signal of its quality. This is because it is more costly for a low-quality firm than for a high-quality firm to be located close to a competitor. Thus, when location has a literal geographical interpretation, the model provides an explanation for spatial agglomeration due to incomplete information considerations: a high-quality firm may choose to signal its quality to the consumers by locating close to competition (whereas a low-quality firm would choose to operate in more “distanced” markets). When location is interpreted as variety, another interpretation of this behavior is that firms that offer high-quality products may avoid substantial product differentiation in the variety dimension.³ In the context of the examples introduced above, a new restaurant may choose to locate in a “restaurant district,” even though it would face stronger competition there, to signal high quality. The inference here is that, for a low-quality restaurant, choosing a location that implies intense competition with other restaurants would lead to low profit (in the middle-run, after it is revealed that its quality is not high). Choosing to serve a particular segment of the market, say some local neighborhood demand, would, therefore, be a better strategy for a low-quality firm (some consumers would still want to eat there, even if it is a low-quality restaurant, because of its convenient location). As a result, locating close to competition (and, in particular, closer to competition than under full-information), signals that this is a high-quality restaurant. Similarly, for an automobile manufacturer, avoiding to differentiate a model’s design from “the mainstream” may signal high quality, whereas a low-quality manufacturer may find it more profitable to follow a “niche” strategy. And graduate students may choose academic fields where there is very intense “competition,” simply because choosing other fields may be perceived as a sign of weakness (or “low quality”).

³The literature has established that there are strong agglomeration forces in many markets.
As a by-product of the analysis in this paper, we also obtain new insights with respect to the role of quality in firms’ competition. This role is different from the role in existing vertical differentiation models. In such models (following e.g. the well-known Shaked and Sutton [27] formulation) increasing the quality of the high-quality firm increases the profit of both the high-quality and the low-quality firm. This result is due to the fact that, in these models, firms selling different qualities coexist in the market because consumers differ with respect to how much they value quality. Instead, in the present formulation, firms selling different qualities coexist because there is also differentiation along an additional (horizontal) dimension: low-quality firms survive by specializing in offering a variety that some consumers find attractive. Then, increasing the quality difference between firms has a very different implication: while it increases the high-quality firm’s profit, it decreases the low-quality firm’s demand and profit. This may be a more realistic representation of some markets.

The analysis is related to three different and well-known literatures. First, it is related to the horizontal differentiation or location literature. The pioneering work here is by Hotelling [17] who proposed minimum differentiation as the expected outcome. His work has been shown to ignore that the existence of a pure-strategy equilibrium may be a problem with linear transportation costs, and that an incentive to relax price competition may lead to maximum rather than minimum differentiation. The analysis of d’Aspremont et al. [7] showed that the introduction of a quadratic transportation cost guarantees existence of equilibrium and, at the same time, delivers maximum differentiation. A number of subsequent papers have further examined this issue. In general, it appears a relatively robust result that minimum differentiation does not hold in this class of models. The basic intuition is that, once firms locate close to one another, price competition becomes intense and decreases profits. Second, the paper is related to the literature modelling vertically differentiated markets, including

---

4See Gabszewicz and Thisse [16] for a survey.
Shaked and Sutton [27], [28]. More specifically, since this paper suggests that incomplete information may contribute to agglomeration, it is related to work that offers alternative explanations for agglomeration. Whereas, as discussed above, the tendency to relax price competition contributes towards maximal differentiation, other forces may make firms prefer to locate near each other. In a number of papers, starting with de Palma et al. [8], large enough heterogeneity in consumers’ tastes relaxes price competition and may lead to minimum differentiation. Having quantity rather than price as the strategic variable may also contribute to agglomeration (see Anderson and Neven [2]). Collusion is another mechanism that, by keeping prices high, may contribute to agglomeration (see e.g. Jehiel [19] and Friedman and Thisse [13]). Other explanations are based not on relaxing price competition, but on features of the demand.\footnote{See Gabszewicz and Thisse [15] for a comparison of horizontally and vertically differentiated oligopolies.}

With respect to two-dimensional differentiation, there is some work on markets where firms can choose to differentiate with respect to either variety or quality. Economides [11] shows that, in a model with linear transportation costs and firms choosing first their locations and then their qualities and prices, the equilibrium exhibits maximum variety and minimum quality differentiation. Similarly, in Neven and Thisse [24] firms choose maximum (minimum) horizontal differentiation only when they choose minimum (maximum) vertical differentiation. Tabuchi [29] allows firms to locate on two-dimensional space and finds a similar result, that firms maximize their distance in one dimension and minimize it in the other. Irmens and Thisse [18] generalize this

\footnote{If consumers’ tastes are not uniformly distributed, firms may have a tendency to locate closer to each other because they tend to locate near the demand (see the early work of Neven [25] on non-uniform distributions). When consumers are imperfectly informed about prices (Dudey [9]) or product characteristics (Wolinsky [31]), economies of scale in search may also contribute towards agglomeration.}
intuition and show that, in a model with multiple characteristics, firms maximize
differentiation in the “dominant” characteristic and minimize differentiation in all
others.\footnote{Ferreira and Thisse \cite{ferreira} consider a horizontal differentiation model where the firms’ transporta-
tion technologies may be different, thus introducing an element of vertical differentiation. They
show that we may have minimum (maximum) vertical differentiation when horizontal differentiation
is large (small).} Parts of the analysis concerning the mechanics of the market with simultane-
ous moves and under perfect information are closely related to Ziss \cite{ziss} who studies
horizontal differentiation when the competitors have different costs. A recent paper
by Bester \cite{bester} also examines location and signaling. Whereas he also concludes that
signaling may lead to agglomeration, his analysis is very different from the present
paper. Bester’s insight is that maximal differentiation may not occur when firms
use price to signal quality, because signaling limits the extent of price competition.\footnote{In this sense, by restricting price competition, price signaling is shown to have effects similar to
collusion (as in the papers mentioned above).}

In particular, in his model quality is a choice variable and only high quality can be
profitably sold in the market. Price competition is mitigated by moral-hazard con-
siderations: prices become downward rigid, because low prices do not offer enough
incentives in equilibrium for high quality to be produced. In contrast, the focus of
the present paper is on the different strategic incentives for low and high quality firms
(with both qualities coexisting in the market) and on the ability of location itself to
signal quality.

The remainder of the paper is as follows. Section 2 sets up the notation and
presents the analysis of the basic model under full information. We characterize the
game where firms choose their locations and then their prices. We first consider
sequential and then simultaneous location choices. We also examine how profits
vary as the quality difference between the two firms increases. Section 3 represents
the core of the paper: it introduces incomplete information about the quality and
examines location as a signal of quality. Section 4 examines a number of extensions
and alternative formulations: allowing firms to choose locations outside the interval where consumers are located; adding consumer heterogeneity with respect to quality; considering the effect of an outside option so that consumers do not always purchase (in equilibrium) one unit of the good (from either firm); and discussing other signaling possibilities. Section 5 contains concluding remarks.

2. The basic model: analysis with known qualities

2.1. Set-up and Notation

There is a continuum of consumers uniformly distributed on a unit-length interval. There are two firms, with locations $A$ and $B$ in $[0,1]$. Consumers have unit demands. A consumer located at $x \in [0,1]$ who decides to purchase (one unit) from firm $i$, has surplus

$$R + q_i - p_i - t \cdot (i - x)^2,$$

$i = A, B$, where $q_i$ and $p_i$ are the quality and price respectively for firm $i$, $t > 0$ is an index of the transportation cost and $R \geq 0$ is the basic reservation utility obtained by any consumer who purchases one of the two products. The outside option, if neither of the two products is purchased, is normalized to zero. We will assume that $R$ is large enough so that, in equilibrium, consumers always choose to purchase from $A$ or $B$. Without loss of generality, assume that firm $B$ has higher quality and that

$$q_A = 0, \quad q_B = q > 0.$$

---

9We adopt the quadratic transportation cost formulation, which allows the results to be directly comparable with d’Aspremont et al. [7]. A linear cost formulation would result to well-understood existence problems, at least as the quality difference becomes small.

10Equivalently, consumers always have enough income to purchase the product from one of the two firms. This assumption, standard in the literature, is maintained throughout most of the analysis. The implications of relaxing it are discussed in Section 4.3.
For simplicity, the unit cost of production is assumed zero for both firms.\footnote{11}

The basic game we analyze under perfect information is as follows. The two firms first choose their locations. We entertain two alternative assumptions here, sequential and simultaneous location choices. Then the firms simultaneously choose their prices and consumers decide whether to purchase from firm A or B. We are looking for a subgame perfect equilibrium when firms maximize their profits and consumers their utility.

\textbf{2.2. Equilibrium Prices}

First, we analyze the equilibrium behavior for fixed locations of the two firms. Suppose, without loss of generality, that $0 \leq A \leq B \leq 1$.

Let $z \in [0,1]$ be the demand for firm A (and $1-z$ for B). For $z \in (0,1)$, $z$ is determined by the location of a consumer indifferent between purchasing from A or B. Then equating the quality-adjusted final delivered prices we have

\[ p_A + t(z-A)^2 = p_B - q + t(B-z)^2 \]

and, solving for $z$ we obtain:\footnote{12}

\[ z = \frac{A + B}{2} + \frac{(p_B - q) - p_A}{2t(B-A)} \]  \hspace{1cm} (2.2)

if $p_B - q + t[B^2 - A^2 + 2(A-B)] \leq p_A \leq p_B - q + t(B^2 - A^2)$. We have a corner solution $z = 0$ if $p_A + tA^2 \geq p_B - q + tB^2$ and $z = 1$ if $p_A + t(1-A)^2 \leq p_B - q + t(1-B)^2$.

The profit functions are

\[ \pi_A = p_A \cdot z \quad \text{and} \quad \pi_B = p_B \cdot (1 - z) \]  \hspace{1cm} (2.3)

and we can now state the first result.

\footnote{11}{Thus, the unit cost is assumed independent of quality. This corresponds, for example, to the case where higher quality is a result of more successful past R&D, rather than the use of better materials.}

\footnote{12}{This expression is not well defined when the two locations coincide. Then, there is no horizontal differentiation and the firm with the lower quality-adjusted price captures the entire market.}
Proposition 1. For arbitrary locations of the two firms $0 \leq A \leq B \leq 1$, the equilibrium prices are:

$$p_A^*(A,B) = \begin{cases} 
0 & \text{if } B \leq \hat{B} \\
\frac{t}{3}[B^2 - A^2 + 2(B - A) - (q/t)] & \text{if } B \geq \hat{B}
\end{cases}$$

(2.4)

and

$$p_B^*(A,B) = \begin{cases} 
q - t(B^2 - A^2) & \text{if } B \leq \hat{B} \\
\frac{t}{3}[A^2 - B^2 + 4(B - A) + (q/t)] & \text{if } B \geq \hat{B}
\end{cases}$$

(2.5)

where

$$\hat{B} \equiv \hat{B}(A) \equiv -1 + \sqrt{(A + 1)^2 + (q/t)} > A.$$  

(2.6)

Proof. To characterize the equilibrium, we first proceed assuming that $z \in (0,1)$. Then from the first order conditions

$$\partial \pi_A / \partial p_A = 0 \text{ and } \partial \pi_B / \partial p_B = 0$$

we obtain the reaction functions:

$$p_A(p_B) = \frac{1}{2}[t(B^2 - A^2) + p_B - q]$$

and

$$p_B(p_A) = \frac{1}{2}[t(A^2 - B^2) + p_A + 2t(B - A) + q]$$

and the equilibrium prices

$$p_A^* = \frac{t}{3}[B^2 - A^2 + 2(B - A) - \frac{q}{t}],$$

(2.7)

and

$$p_B^* = \frac{t}{3}[A^2 - B^2 + 4(B - A) + \frac{q}{t}].$$

(2.8)

However, so far we have ignored the possibility of a corner solution ($z = 0 \text{ or } 1$). In particular, from (2.7) and substituting (2.7) and (2.8) into (2.2) we have

$$p_A^* \geq 0 \Leftrightarrow z \geq 0 \Leftrightarrow B^2 + 2B - [A^2 + 2A + (q/t)] \geq 0 \Leftrightarrow B \geq \hat{B}$$

(2.9)
where \( \tilde{B} \) is the larger root of the quadratic and the last equivalency is true because the smaller root is negative.\(^{13}\)

Now we look at the equilibrium when \( B \leq \tilde{B} \). First, it is easy to see that, if \( p_B^* = q - t(B^2 - A^2) \), firm A has zero demand if it charges a non negative price (see Figure 1). Thus, the maximum profit it can possibly obtain is zero and so the price specified in the suggested strategy \( p_A^* = 0 \) is optimal. Next we need to show that \( p_B^* = q - t(B^2 - A^2) \) is a best response. Given \( p_A^* = 0 \), firm B is solving \( \max_{p_B} \pi^B(p_B) \equiv p_B(1 - z) \), where

\[
z = \begin{cases} 
0 & \text{if } p_B \leq q - t(B^2 - A^2) \\
\frac{A + B}{2} + \frac{p_B - q}{2(B - A)} & \text{if } p_B \geq q - t(B^2 - A^2)
\end{cases}.
\]

Clearly, as long as \( p_B \leq q - t(B^2 - A^2) \) the optimal price is \( p_B = q - t(B^2 - A^2) \). Decreasing the price any further would not increase demand, since the entire market already purchases from B. Furthermore, substitutions and simple calculations show that \( \pi^B(p_B) \) is continuous at \( q - t(B^2 - A^2) \) and decreasing when \( p_B \geq q - t(B^2 - A^2) \).\(^{14}\)

It follows that the best response of B to \( p_A^* = 0 \) is \( p_B^* = q - t(B^2 - A^2) \), the maximum price that gives the entire market to B. It is also easy to see that this is the unique equilibrium as long as prices have to be positive.\(^{15}\) ■

The following remarks are in order. First, note that for \( A = \tilde{B} \) we have \( p_A^* = 0 \) and \( p_B^* = q \) which is the standard outcome in a duopoly where differentiation is only vertical. Second, note that \( \tilde{B} \) is an increasing function of \( A \), with \( \tilde{B} > A \). It is also increasing in \( q/t \), and \( \tilde{B} \rightarrow A \) as \( q \rightarrow 0 \). Third, note that \( \tilde{B} \) can be either above or below 1. Clearly, if \( \tilde{B} \geq 1 \), which is equivalent to \( (q/t) \geq 3 - (A^2 + 2A) \), the quality

\(^{13}\)It is easy to check that the other corner condition, \( z \leq 1 \), is equivalent to \( p_B^* \geq 0 \) and is true for all \( 0 \leq A \leq B \leq 1 \).

\(^{14}\)The condition \( B < \tilde{B} \) needs to be used in the proof of this claim.

\(^{15}\)If prices are allowed to be negative (more generally, below unit cost), it is known from the vertical differentiation literature that there is also a continuum of “implausible” equilibria where the low quality firm charges a negative price and all the consumers purchase from the high quality firm.
difference is so large (relative to the transportation cost) that the low-quality firm has zero demand even if its competitor is located as far away as possible (to its right).

Figure 2 presents the equilibrium prices as functions of $B$, for $A = 0$.\(^{16}\) Note that for $B > \hat{B}$ differentiation relaxes price competition and so both prices are increasing in $B$. However, for $B < \hat{B}$, $p_B^*$ is decreasing in $B$. The intuition for this last property is as follows. When $B < \hat{B}$, $B$ is close enough to $A$ that $B$ finds it profitable to capture the entire market (even when $A$ chooses a zero price). Furthermore as $B$ moves from $\hat{B}$ towards $A$, $B$ can increase its price without losing any of the in-between consumers. In other words, as $B$ approaches $A$, $A$’s local monopoly power decreases and $B$ can exploit more easily the power it derives from its higher quality.

2.3. Location incentives

We can now examine the firms’ location choices. Before proceeding to the details, it is useful to summarize the main intuition. There are two effects relevant to the location decisions. First, there is a “direct” demand effect which contributes towards minimum differentiation. For fixed prices, each firm would like to minimize the distance from its competitor: As shown below, for $z \in (A, B)$ we have $\partial z/\partial A > 0$ and $\partial (1-z)/\partial B < 0$. Second, there is the price competition or “strategic” effect. Higher differentiation relaxes price competition: $(\partial z/\partial p_B)((\partial p_B^*/\partial A) < 0$ and $(\partial (1-z)/\partial p_A)(\partial p_A^*/\partial B) > 0$. For the low-quality firm, the threat of competition is more severe and the second effect always dominates. The high-quality firm is less concerned about the competition and, depending on the parameters, may want to minimize the distance from the other firm.

We now turn to the formal analysis. Substituting the optimal prices into (2.3) we obtain the profits $\pi_A^*$ and $\pi_B^*$ as functions of the locations.

---

\(^{16}\)Note that, if $A = 0$, $p_A^* < p_B^*$. In other words, the low quality firm charges a lower price than its competitor. This is because, if $B \geq \hat{B}$, from (2.7) and (2.8) we have $p_A^* < p_B^* \iff (A^2 - A) - (B^2 - B) + (q/t) > 0$ which is true, whereas if $B \leq \hat{B}$ it is easy to see that $p_B^* = q - t(B^2 - A^2) > 0 = p_A^*$. 
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**Lemma 1.** The low-quality firm maximizes its (equilibrium) profit by maximizing its distance from the high-quality firm, that is, for $0 \leq A \leq B \leq 1$, $\partial \pi^*_A / \partial A \leq 0$. More precisely, for $B \geq \hat{B}$ we have

$$\partial \pi^*_A / \partial A < 0. \quad (2.10)$$

For $B < \hat{B}$ we have $\partial \pi^*_A / \partial A = 0$, while $A$ increases its profit if it can increase its distance from $B$ enough so that $|B - A| > |\hat{B} - A|$.

**Proof.** The statement for the $B < \hat{B}$ case follows directly from Proposition 1. For $B \geq \hat{B}$, and using the “envelope” theorem, we have:

$$\frac{\partial \pi^*_A}{\partial A} = p_A(\frac{\partial z}{\partial A} + \frac{\partial z}{\partial p_B^*} \frac{\partial p_B^*}{\partial A}). \quad (2.11)$$

Now

$$\frac{\partial z}{\partial A} = \frac{1}{2} + \frac{p_B - q - p_A}{2t(A - B)^2}$$

and

$$\frac{\partial z}{\partial p_B^*} \frac{\partial p_B^*}{\partial A} = (-\frac{1}{2t(A - B)})(-\frac{4}{3}t + \frac{2}{3}tA) = \frac{1}{3}\frac{2 - A}{A - B} < 0.$$ 

Direct substitution and simple calculations show that for all $A < B$ and $B \geq \hat{B}$, (2.10) is true. ■

We now turn to the high-quality firm, $B$. Fix $A$ and consider first $A \leq B \leq \hat{B}$. Then $\pi^*_B = p_B^* \cdot 1 = q - t(B^2 - A^2)$ which is decreasing in $B$. Thus, as long as it does not exceed $\hat{B}$, the optimal location for $B$ is at $A$.

It remains to consider $B > \hat{B}$. We have:

$$\frac{\partial \pi^*_B}{\partial B} = p_B^*(-\frac{\partial z}{\partial B} - \frac{\partial z}{\partial p_A^*} \frac{\partial p_A^*}{\partial B}) = -p_B^*(\frac{\partial z}{\partial B} + \frac{\partial z}{\partial p_A^*} \frac{\partial p_A^*}{\partial B}), \quad (2.12)$$

with

$$\frac{\partial z}{\partial B} = \frac{1}{2} + \frac{p_A - p_B + q}{2t(A - B)^2}$$
and
\[
\frac{\partial z}{\partial p_A^*} \frac{\partial p_A^*}{\partial B} = \frac{1}{2t(A-B)} \cdot \frac{2t(B+1)}{3} = \frac{B+1}{3(A-B)} < 0.
\]
Substitution and some manipulation show that
\[
\text{sign} \left( \frac{\partial \pi_B^*}{\partial B} \right) = \text{sign} \left( A - 3B + 4 + \frac{q}{t(A-B)} \right).
\]
First note that if \( q = 0 \) then \( \partial \pi_B^*/\partial B > 0 \) (because \( A - 3B + 4 > 0 \)). Next, since \( A = 0 \) is a requirement for an equilibrium (because \( \partial \pi_A^*/\partial A < 0 \) when \( B > \bar{B} \)), we focus on this case and have
\[
\text{sign} \left( \frac{\partial \pi_B^*}{\partial B} \right) \bigg|_{A=0} = \text{sign} \left( 4 - 3B - \frac{q}{tB} \right).
\]
Therefore
\[
\frac{\partial \pi_B^*}{\partial B} \bigg|_{A=0} \geq 0 \iff 4 - 3B - \frac{q}{tB} \geq 0 \iff 3B^2 - 4B + \frac{q}{t} \leq 0.
\]
The last quadratic expression has positive discriminant if and only if \( q/t < 4/3 \) and roots
\[
B = \frac{2 - \sqrt{4 - 3(q/t)}}{3}, \quad \bar{B} = \frac{2 + \sqrt{4 - 3(q/t)}}{3}.
\] (2.13)
It follows that the only case when \( \pi_B^* \) is increasing in \( B \) is when \( B > \bar{B} \) and \( B \) is between \( \underline{B} \) and \( \bar{B} \) (when these roots are real). Note that \( \bar{B} \) can be either below or above 1 and that \( \bar{B} \geq 1 \iff q/t \leq 1 \).

Collecting the above information we have the following.

**Lemma 2.** If \( q = 0 \) then \( \partial \pi_B^*/\partial B > 0 \) for all \( B \in [0,1] \). If \( q/t > 4/3 \) and \( A = 0 \) then \( \partial \pi_B^*/\partial B < 0 \) for all \( B \in [0,1] \). If \( 0 < q/t \leq 4/3 \) and \( A = 0 \) then
\[
\partial \pi_B^*/\partial B \geq 0 \iff \max\{\underline{B}, \bar{B}\} \leq B \leq \min\{\bar{B}, 1\}.
\] (2.14)

**Lemma 3.** If \( A = 0 \) the optimal location for \( B \) is either \( B^* = 0 \) or \( B^* = \min\{\bar{B}, 1\} \).
Proof. From Lemma 2 note that $\pi_B^*$ is strictly decreasing in $B$ between $0$ and $\max\{\hat{B}, \tilde{B}\}$. Since $\tilde{B} > 0$, $\max\{\hat{B}, \tilde{B}\} > 0$ and $0$ is a local maximum (of course, if $\max\{\hat{B}, \tilde{B}\} \geq 1$, then $0$ is automatically the global maximum, as well). $\pi_B^*$ is increasing for $\max\{\hat{B}, \tilde{B}\} \leq B \leq \min\{\tilde{B}, 1\}$ (and decreasing for $B > \tilde{B}$ when $\tilde{B} < 1$). Thus $\min\{\tilde{B}, 1\}$ is also a local maximum. Clearly, the globally optimal location will be either at $0$ or at $\min\{\tilde{B}, 1\}$. ■

See Figure 3 for $B$’s profit as a function of its location, and Figure 4 for a summary of some critical values for $B$’s location.

Lemma 4. If $A = 0$ the optimal location for $B$ is $B^* = 1$ if $q/t < \tilde{Q}$ and $B^* = 0$ if $q/t > \tilde{Q}$, where $\tilde{Q} \equiv 6 - 3\sqrt{3}$ ($\approx 0.804$).

Proof. When $B$ is located at $A = 0$ we know that it charges price $q$ and captures the entire demand. Therefore, its profit is $q$. By Lemma 3 we need to compare this profit level to $B$’s profit when it is located at $\min\{\tilde{B}, 1\}$. We calculate first $B$’s profit at location $1$. Assuming for the moment that $\hat{B} < 1$ (so that less than the entire market is captured by $B$) and substituting $A = 0$ into (2.2), (2.7), and (2.8), we have $\pi_B = p_B^* \cdot (1 - z)$, where

$$p_B^* = \frac{t}{3}(4B - B^2 + \frac{q}{t})$$

and

$$z = (B^2 + 2B - \frac{q}{t})/6B.$$ 

The relevant inequality is then $\pi_B \geq q$, or

$$(4B - B^2 + \frac{q}{t})^2 \geq 18B\frac{q}{t}.$$ \hspace{1cm} (2.15)

Substituting now $B = 1$, (2.15) gives

$$\left(\frac{q}{t}\right)^2 - 12\frac{q}{t} + 9 \geq 0$$

which implies $\frac{q}{t} \leq 6 - 3\sqrt{3} \approx 0.804$ or $\frac{q}{t} \geq 6 + 3\sqrt{3} \approx 11.2$. Recall, however, that we have assumed that $\hat{B} < 1$, which can be easily shown to be equivalent to $q/t < 3$. 
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Thus the only parameters for which $B$ has higher profit at 1 than at 0 satisfy
\[ \frac{q}{t} \leq 6 - 3\sqrt{3} \equiv Q. \]

The next step is to examine if there are parameters that make $\bar{B} < 1$ the optimal location. We need to substitute $B = \bar{B} = (2 + \sqrt{4 - 3(q/t)})/3$ into (2.15). The relevant range for $q/t$ is now $[1, 4/3]$ because $q/t < 1 \Rightarrow \bar{B} > 1$ and $\bar{B}$ is not real for $q/t > 4/3$. Straightforward calculations show that, for $q/t \in [1, 4/3]$, profit at $B$ is always less than $q$. ■

Having analyzed how profits vary with firms’ location choices, we next turn to an analysis of the equilibrium of the game where firms choose locations and then prices. We first consider sequential location choices and then turn to simultaneous location choices.

2.4. Sequential location choices

A specification where the location choices of firms are sequential rather than simultaneous, is a more reasonable description of some real-world cases.\(^{17}\) In addition, given the strategic incentives discussed in the previous section, the case of sequential choices exhibits richer behavior. It will also be the basis for our analysis of incomplete information later in the paper, and so we discuss it first. Specifically, we now examine the sequential location problem, where prices are again chosen simultaneously, after both locations have been chosen. We look, of course, for a subgame perfect equilibrium. Clearly, when location choices are sequential and the incentives are different for low and high-quality firms, the order of moves matters. To simplify the exposition, we assume for the following Proposition that if $A$ is indifferent among several locations it chooses the one that maximizes its distance from $B$.\(^{18}\) The main results can be summarized as follows (see Figure 5).

\(^{17}\)See also the early work of Prescott and Visscher [26] on sequential location choices.

\(^{18}\)If this assumption does not hold, some additional location configurations can be supported in equilibrium.
Proposition 2. Consider the game where the firms choose their locations sequentially (and then compete in prices).

(i) If \( q/t < \tilde{Q} \approx 0.804 \), the equilibrium exhibits maximum differentiation independently of the order of moves: \( [A^* = 0, B^* = 1] \) or \( [A^* = 1, B^* = 0] \).

(ii) If \( q/t > \tilde{Q} \) and the low-quality firm moves first, the equilibrium locations are \( A^* = B^* \in [0, 1] \).

(iii) If \( q/t > \tilde{Q} \) and the high-quality firm moves first, in equilibrium the high-quality firm chooses (depending on the parameters) a location between an endpoint and the midpoint \((1/2, \tilde{B} = (2 + \sqrt{4 - 3(q/t)})/3, \) or 1), while the low quality firm chooses to locate at the other endpoint. More precisely, if \( \tilde{Q} < q/t \leq 1 \) we have in equilibrium \([B^* = 1, A^* = 0] \), or \([B^* = 0, A^* = 1]\). If \( 1 < q/t \leq (29\sqrt{145} - 187)/128 \approx 1.267 \) we have \([B^* = \tilde{B} \text{ and } A^* = 0]\) or, symmetrically, \([B^* = 1 - \tilde{B} \text{ and } A^* = 1]\). If \( q/t > (29\sqrt{145} - 187)/128 \approx 1.267 \) we have \( B^* = 1/2 \) and \( A^* \in \{0, 1\} \).

Proof. (i) When \( q/t < \tilde{Q} \) we know, from Lemmas 1 and 4, that both firms want to maximize the distance between them. Thus the only equilibrium is for the first mover to choose one extreme location and for the follower to choose the other extreme.

(ii) When \( q/t > \tilde{Q} \) the high-quality firm wants to minimize, while the low-quality firm to maximize their distance. Thus, when \( B \) moves second, it chooses to locate at the same point as \( A \). In turn, \( A \)'s location choice when it moves first is irrelevant for \( A \) (that is, any choice is weakly optimal): whatever this choice is, \( B \) will also move there and leave \( A \) with zero profit.

(iii) When \( B \) moves first, \( B \) anticipates that \( A \) will locate as far away as possible. Since \( A \) can choose to locate on either extreme, this implies that none of the values that involve locations closer than \( 1/2 \) from \( A \) are attainable for \( B \). If \( q/t > 4/3 \) then we know from Lemma 2 that \( B \)'s profit is monotonically decreasing in its distance from \( A \). Given that \( A \) will locate as far away as possible, the choice that yields the minimum distance for \( B \), is \( B^* = 1/2 \) (and \( A \) responds with \( A^* \) equal either to 0 or 1).
When $Q < q/t < 4/3$, it is no longer true that $B$’s profit is monotonically decreasing in its distance from $A$. Again, it is not possible for $B$ to locate itself closer than $1/2$ from $A$, but now $\min\{\tilde{B}, 1\}$ is a local maximum that needs to be considered (as well as, symmetrically, $\max\{0, 1 - \tilde{B}\}$). In addition, $1/2$ is also a local maximum if and only if $B$’s profit is decreasing at $1/2$. Thus, in this case, $B$ will choose as its location either $\min\{\tilde{B}, 1\}$ or $1/2$, the one that gives the higher profit, given that $A$ is expected to locate at 0. In particular, it is easy to show that $\tilde{B} \leq 1/2 \iff B \leq \tilde{B} \iff q/t \leq 5/4$. Thus, from Lemma 2 it follows that, when $Q < q/t \leq 5/4$, $B$’s profit function is increasing at $1/2$, which implies that $1/2$ is not an optimal location for $B$ when it moves first, but instead it chooses $\min\{\tilde{B}, 1\}$ (or, symmetrically, $\max\{0, 1 - \tilde{B}\}$). Finally, for the case $5/4 < q/t < 4/3$ again a comparison of $B$’s profit at $1/2$ and at $\min\{\tilde{B}, 1\}$ is in order. Since in this case $q/t > 1$, it follows from (2.13) that $\tilde{B} < 1$, and so to find the optimal we only need to compare $B$’s profit at $1/2$ and at $\tilde{B}$ (given that firm $A$ will locate at 0). From the analysis earlier in the paper it is easy to see that $B$’s profit at $1/2$ is $q - t/4$ (since $\tilde{B} > 1/2$ and $B$ captures the entire market with price equal to $q - t/4$) while profit at $\tilde{B}$ can be calculated using (2.2),(2.7),(2.8), and (2.2). Direct calculations then show that profit at $1/2$ is lower (and thus $\tilde{B}$ is the preferred location between these two) if and only if $5/4 < q/t \leq (29\sqrt{145} - 187)/128 \approx 1.267$. 

The most important intuition from the above Proposition is as follows. When the high-quality firm moves first and the quality difference is high enough, we expect that the high-quality firm will choose the location at the center of the market, whereas the low-quality firm will “differentiate” itself as much as possible and locate at an extreme point. As the quality difference decreases, the optimal location of a (high quality) firm which enters first moves away from the market center and towards an extreme point. See Figure 6 for a graphical representation of the optimal location of a high quality firm which enters first (and anticipates that a low quality firm will locate at 0) as a function of the quality difference.
2.5. Simultaneous location choices

We now turn to a discussion of the equilibrium when firms choose their locations simultaneously. There are three possibilities here: maximal differentiation when the quality difference is small, non-existence of a pure strategy equilibrium for a larger quality difference (because the low-quality firm prefers maximal and the high-quality firm prefers minimal differentiation), and a “degenerate” case where the low-quality firm is indifferent among all locations, when the quality difference is even larger.

**Proposition 3.** Suppose that firms choose their locations simultaneously (and then they compete in prices). If $q/t \leq \bar{Q}$ the equilibrium locations of the firms are $A^* = 0$ and $B^* = 1$ (or, symmetrically, $A^* = 1$ and $B^* = 0$). If $\bar{Q} < q/t < 5/4$ there is no equilibrium in pure strategies. If $5/4 \leq q/t \leq 3$ then any $A^* = B^* \in [2 - \sqrt{1 + (q/t)}, -1 + \sqrt{1 + (q/t)}]$ is an equilibrium in locations. If $q/t \geq 3$ any $A^* = B^* \in [0, 1]$ is an equilibrium in locations.

**Proof.** It follows from the analysis in section 2.3. From Lemma 1, we know that $A$ always wants to maximize its distance from $B$. (Note that for $q/t \leq \bar{Q} < 3$, with $A = 0$, we have that $\hat{B} < 1$ which means that $B = 1 > \hat{B}$ is possible and the maximum differentiation incentive for $A$ is strict.) From Lemma 4, if $q/t \leq \bar{Q}$ maximum differentiation is optimal for $B$, as well. Thus the equilibrium locations are the two extremes.

If $q/t > \bar{Q}$ minimum differentiation is optimal for $B$. (Lemma 4 has shown that this is true when $A$ is at an extreme location. It is easy to show that the threshold $\bar{Q}$ is decreasing as $A$ increases from 0 to 1/2 and *a fortiori* minimum differentiation is optimal for $B$ when $A$ has an interior location.) Thus if $A$ strictly prefers to be at one of the extremes then, clearly, no equilibrium exists in pure strategies.

The only case where a pure strategy equilibrium exists when minimum differentiation is optimal for $B$ is when $A$ is indifferent among all locations (making zero profits). Consider, first a candidate equilibrium with $A^* = B^* \in [1/2, 1]$, where $A$ makes zero
profit. The most profitable deviation for $A$ is to maximize its distance from $B^*$ by locating at 0. This deviation would increase $A$’s profit to some positive level if and only if the critical value $\hat{B}$ for $A = 0$ is less than $B^*$. Otherwise, we know from Proposition 1 that $B$ would still capture the entire market. Thus for the proposed deviation not to be profitable, it is needed that $B^* < \hat{B}$, which from (2.6) is equivalent to $q/t > (B^* + 1)^2 - 1$. Symmetrically, for $A^* = B^* \in [0, 1/2]$ the most profitable deviation for $A$ is to locate at 1 and the condition is $B^* > 1 - \hat{B}$ (with $\hat{B}$ evaluated at $A = 0$) which is equivalent to $q/t > (2 - B^*)^2 - 1$. Inverting these conditions we find that, for a fixed value of $q/t$, $A^* = B^* \in [1 - \hat{B}, \hat{B}] = [2 - \sqrt{1 + (q/t)}, -1 + \sqrt{1 + (q/t)}]$ constitute an equilibrium. From the above conditions it follows that the minimum value of $q/t$ that allows existence of such an equilibrium is $5/4$, with equilibrium locations at $1/2$. For values of $q/t$ below $5/4$ we have $\hat{B} < 1/2$ which means that firm $A$ can always make positive sales by locating at an endpoint. It also follows that for $q/t \geq 3$ any $A^* = B^* \in [0, 1]$ is an equilibrium. 

Note that in the “degenerate” equilibria described in Proposition 3 where firms choose the same location, the low-quality firm’s profit is always zero and the key is that the quality difference is large enough that even if it were to deviate to the most remote location it would still not increase its profit. We do not seek to characterize mixed strategy equilibria in the case when a pure strategy equilibrium fails to exist. Instead, we turn to other aspects of the problem.

2.6. The effect of quality on profits

It is important to examine how the firms’ profits vary as the quality difference, $q$, increases. As shown below, the profit of the high-quality firms increases whereas the profit of the low-quality firm decreases, as $q$ increases. This may seem an intuitive result, but it should be emphasized that it is exactly the opposite of what happens in the vertical differentiation models following the Shaked and Sutton ([27], [28]).
formulation. In those models increasing the quality differential increases the profit of both firms. It is thus important to study the issue and understand why these models give different answers.

Proposition 4. An increase in $q$ decreases the low-quality ($A$) firm’s and increases the high-quality ($B$) firm’s profit, provided that both firms have positive market shares ($A < \hat{B} < B$). If only $B$ has positive market share ($A < B < \hat{B}$), $A$’s profit remains zero and $B$’s profit increases.

Proof. We proceed in two steps. First consider what happens when $q$ increases but the firms’ locations do not change. Let $A < \hat{B} < B$. Consider the effect on $A$’s profit. For $A < \hat{B} \leq B$ and using the “envelope” theorem, we have:

$$\frac{\partial \pi_A^*}{\partial q} = p_A^* \left( \frac{\partial z}{\partial q} + \frac{\partial z}{\partial p_B^*} \frac{\partial p_B^*}{\partial q} \right)$$

with

$$\frac{\partial z}{\partial q} = \frac{1}{2t(A-B)} < 0, \quad \frac{\partial z}{\partial p_B^*} = -\frac{1}{2t(A-B)} > 0, \quad \text{and} \quad \frac{\partial p_B^*}{\partial q} = \frac{1}{3} > 0$$

and therefore

$$\frac{\partial \pi_A^*}{\partial q} = p_A^* \frac{1}{3t(A-B)} < 0.$$ (2.16)

Similarly, it is easy to show that $\partial \pi_B^*/\partial q > 0$. If, now we start from $A < B < \hat{B}$, so that only $B$ has positive market share, then clearly an increase in $q$ leaves $A$’s profit unchanged at a zero level while $B$’s profit, $q - t(B^2 - A^2)$, increases.

Next allow the firms’ locations to change when $q$ changes. It follows from the above analysis of equilibrium locations that the only possible change is that the high-quality firm may want to locate closer to its competitor if a large enough increase in $q$ takes

---

19 Their demand formulation is based on ideas that can be found in Mussa and Rosen [23] and Gabszewicz and Thisse [14].

20 See, e.g., Shaked and Sutton [27], p.8, Lemma 4.
place. Such a location change will contribute towards increasing the high-quality firm’s profit and decreasing the low-quality firm’s profit. ■

As mentioned above, there is a key difference between the present model and some other oligopoly models that involve vertical differentiation. In particular, in the Shaked and Sutton class of models (see [27], [28]) an increase in the quality of a high-quality competitor is “good news” for a low-quality competitor. In contrast, here an increase in the quality of a high-quality competitor is “bad news” for a low-quality competitor. The intuition is as follows.

In Shaked and Sutton, firms selling different qualities can coexist in the market because consumers differ with respect to how much they value quality (or, equivalently, with respect to their income). As a result, some consumers find the high-quality and high-price combination more attractive while others prefer the low-quality and low price combination. A low-quality firm makes positive sales by focusing on consumers with low valuation for quality. Increasing the quality difference has thus the effect that the high-quality firm finds it more desirable to focus on the high end of the market and allows the low-quality firm to increase its profit. This is the sense in which firms can “relax price competition through product differentiation”.

In the present paper, the reason why firms selling different qualities coexist is because there is also differentiation along an additional (horizontal) dimension. Consumers do not differ with respect to their valuation of quality.\(^{21}\) Thus when firms are not differentiated with respect to the horizontal characteristic, all consumers purchase from the high-quality firm. Increasing the quality difference between firms in our framework has a very different implication: it makes the high-quality firm’s product relatively more desirable for all consumers, so that now the quality difference dominates the horizontal preference for some consumers, and decreases the low-quality

\(^{21}\)See the discussion in section 4.2.
firm’s demand and profit.\footnote{Formally, in Shaked and Sutton we can write the (indirect) utility of consumer $i$ who purchases from firm $j$ as $u_{ij} = R + \theta_i q_j - p_j$ with $\theta_i$ distributed across the population of consumers, while here we have $u_{ij} = R + q_j - p_j - t(i - j)^2$ where what differs across consumers is their location $i$ relative to the firm’s location.}

Both formulations, pure vertical differentiation and the one presented in this paper, seem reasonable for different market situations. The key difference, that increasing the quality difference benefits the low-quality firm in one framework and hurts it in the other, may offer some guidance as to which is the most appropriate model for a specific market.

3. Incomplete information: location as a signal of quality

The main idea here is that, since it is more costly for a low-quality firm than for a high-quality firm to be located close to a competitor, location can be used as a signal of product quality.

3.1. Preliminary analysis: an example

To see the basic argument, it is helpful to start the analysis by returning to our study of sequential entry under full information. Suppose that an entrant, say firm $B$, with quality $q \geq 0$, chooses its location and is then followed by another firm, say firm $A$, with quality 0. As Figure 6 demonstrates, the first entrant’s location will be closer to the center of the market the higher the quality of its product, $q$, is (while the second entrant chooses an extreme point). Since the first firm’s location depends on its quality, one may ask whether, when the firm has private information about its quality, its location choice can reveal information about its quality.

To fix ideas, suppose that the quality of the first entrant’s product, $q \in \{0, \bar{q}\}$, can be either low (the same as the product quality of the follower, that is, 0) with
probability $1 - \rho$, or high, $\bar{q} > 0$, with probability $\rho$. The first entrant has private information about the quality of its product: $B$ knows, before choosing its location, if $q = 0$ or $q = \bar{q}$. The consumers and firm $A$, however, do not know $B$’s quality. They use $\rho$ as their prior beliefs and can update their beliefs after they observe $B$’s location choice.

To simplify the notation, assume here and for the remainder of the section that the transportation cost index is $t = 1$. For illustration purposes, suppose that $\bar{q}$ is in the interval where location is strictly monotonic in quality (see Figure 6). For example, let $\bar{q} = 1.2$. Then, it is easy to see that under full information, when $q = 0$ firm $B$ chooses to locate at 1 (and then firm $A$ locates at 0; by symmetry we may have, of course, the reverse configuration). The two firms then share the market, each with profit equal to 0.5. If $q = \bar{q}$, on the other hand, it follows from Proposition 2 that, under full information, $B$ locates at $\bar{B} = (2 + \sqrt{4 - 3(q/t)})/3 = (2 + \sqrt{4 - 3(1.2)})/3 \approx 0.877$ and simple calculations show that it enjoys profit approximately equal to 0.983 (observe that, as expected, the entrant has higher profit when $q = \bar{q}$ than when $q = 0$).

Now consider the case where firm $B$ has private information about its quality. Even if its true quality is low ($q = 0$) why would it not pretend that it is high ($q = \bar{q}$) by locating at $\bar{B} \approx 0.877$ instead of 1? Unless there is some “disciplining” mechanism, it is clear that, regardless of quality, the entrant will always choose the location that the high-quality type would have chosen under perfect information.

What could this “disciplining” mechanism be? A natural mechanism is that quality becomes known after some consumers purchase the product (essentially, the assumption here is that this happens more quickly than the firm may adjust its loca-

---

23 We can think of firm $B$’s product quality as either “average” (the same as the quality of the follower) or “exceptional”.

24 The low-quality type follows a “niche” strategy, trying to differentiate itself as much as possible from the competition. In contrast, the high-quality type chooses to bring to the market a product that corresponds more to the “mainstream” or to the average consumer.
tion). In particular, we consider the following game. Nature chooses the quality of firm $B$’s product, $q \in \{0, \bar{q}\}$. Firm $B$ observes the quality of its product and chooses a location. Then firm $A$ chooses its location. The two firms choose their first-period prices (simultaneously) and consumers make their purchasing decisions. At the end of period one, $B$’s quality is revealed to everyone in the market. In each of the subsequent periods, the two firms choose their prices and consumers decide from which firm to purchase. We assume that the firms live forever and have one-period discount factor $\delta \in [0, 1)$. Note that locations are chosen at the beginning of the first period and cannot be changed subsequently in the game. Prices, on the other hand, are allowed to differ from period to period. This formulation captures the idea that it is more difficult to change a firm’s geographical location or product characteristics than its prices. Also note that, in this game, a low-quality entrant has both a benefit and a cost if it chooses the location that under full information corresponds to the high-quality entrant.

We consider Perfect Bayesian Equilibria of the game. At a separating equilibrium the two types of firm $B$ choose different locations. Firm $A$ and the consumers can “invert” the location choice and learn what $B$’s true quality is. At a pooling equilibrium both types choose the same location and consumers posterior beliefs are the same as their priors. We focus now on separating equilibria.\(^\text{25}\)

Specifically, let us first consider the following question. Can we construct a separating equilibrium of the incomplete information game constructed above where the two types choose their full-information locations, that is, the entrant locates at 1 if $q = 0$ and at $\bar{B} \approx 0.877$ if $q = \bar{q}$? Suppose we have such an equilibrium. Then, based on the arguments above, the high-quality type has profit $0.983/(1 - \delta)$ and the low quality type has profit $0.5/(1 - \delta)$. Consider a deviation where the low-quality type mimics the high-quality type and locates at 0.877. Then, its first-period profit

\(^{25}\text{As argued below, it is not possible to have pooling with respect to locations and separation with respect to prices.}\)
increases to 0.983. However, since its location cannot be changed and its quality is revealed to be low after the first period, its profit will be lower than 0.5 in all subsequent periods. More precisely, its profit will be approximately equal to 0.475.\(^{26}\) Note that the reason that profit decreases in subsequent periods from 0.5 to 0.475 is because, with equal qualities, profits are highest under maximal differentiation and the entrant is now located too close to its competitor. It should be clear that this deviation with respect to locations is profitable for the low-quality firm if and only if

\[
\frac{0.5}{1 - \delta} < 0.983 + \frac{\delta}{1 - \delta} 0.475 \iff \delta < 0.951.
\]

The conclusion here is that, unless the discount factor is higher than 0.951, a separating equilibrium where the two types choose their perfect information locations does not exist.

To continue with the same scenario, (even) for discount factors lower than the threshold derived above, perhaps it would be possible to construct a separating equilibrium where the high-quality type’s location is closer to its competitor (and, consequently, closer to the market center) than the full information location. By locating closer to competition (that is to firm A), the high-quality type raises the cost of mimicking for the low-quality type. As an example, consider a configuration where the high-quality type locates at 1/2 while the low-quality type locates at 1 (the choice of 1/2 here is arbitrary). It can be shown that these locations can be supported as a separating equilibrium (even for values of \(\delta\) that are below the threshold given above). To show this result, we calculate first the high-quality type’s profit if located at 1/2. This is equal to 0.967 per period (notice that this profit is, by construction, lower than 0.983, the profit if located at the full-information optimal point \(\bar{B} \approx 0.877\)). Similarly, if the low type is located at 1/2, its profit can be calculated to be 0.34.

\(^{26}\)This is calculated as the full information equilibrium profit of a firm located at \(\bar{B} \approx 0.877\) when it is competing with a firm located at 0 and both have quality equal to 0.
Then, proceeding as before, the low type has a profitable deviation if and only if

\[
\frac{0.5}{1 - \delta} < 0.967 + \frac{\delta}{1 - \delta} 0.34 \Leftrightarrow \delta < 0.745.
\]

Thus, we see that, by locating closer to competition, the high-quality type discourages the low-quality type from mimicking its strategy. We also need to guarantee that the high-quality type does not wish to deviate to some other location. For example, it should be clear that when \( \delta = 1 \) the high-quality type would have no incentive to distort its location choice since (under our assumptions) quality is revealed after the first period. Thus, it is needed that conditions are placed on \( \delta \) so that it is not too close to 1. Suppose that, according to posterior beliefs, any location other than \( 1/2 \) is interpreted as low quality (note that this assumption is of consequence only for the first period as subsequently the quality becomes known). What is the most profitable deviation? At the one extreme, as already discussed above, when \( \delta = 1 \) the high-quality type would choose to deviate to \( \bar{B} \). This choice would allow the firm to have the highest possible profit in each of the periods after the quality is revealed. At the other extreme, when \( \delta = 0 \), the most profitable deviation is to 1, given that only the first period matters and that both firms are viewed as offering low quality. For \( \delta \in (0, 1) \) the most profitable deviation is to a point in \([\bar{B}, 1]\) (and the higher \( \delta \) is, the more likely that the most profitable deviation is at or near point \( \bar{B} \)). While we cannot have a simple expression for the most profitable deviation, we can find an upper bound to the profit in any deviation and, since here we are simply analyzing a suggestive example, this would be sufficient.\(^{27}\) Clearly, an upper bound for profit if the high-quality firm deviates from the equilibrium is \( 0.5 + \frac{\delta}{1 - \delta} 0.983 \). The calculation here is that 0.5 is attainable in the first period, if located at 1, while 0.983 is attainable, after quality becomes known, if located at \( \bar{B} \approx 0.877 \).\(^{28}\) It is easy

\(^{27}\)See the analysis below for details.

\(^{28}\)We are calculating an upper bound here, this is why we consider the most favorable location in the first period and the most favorable location in the subsequent periods. The firm can only choose a single location.
to calculate that this upper bound is less than the equilibrium profit, $0.967/(1 - \delta)$, if and only if $\delta < 0.968$.

We can summarize the results from this example as follows. Suppose that $0.745 < \delta < 0.968$, $t = 1$, and the first entrant’s quality is $q \in \{0, 1.2\}$. Then there is a separating equilibrium where the low-quality type locates at 1 and the high-quality type locates at $1/2$.

### 3.2. Generalizing the analysis

In the above analysis, the choice of $1/2$ as the location for the high-quality type was arbitrary (and extreme). While it may be necessary for a high-quality type to locate closer to competition (than under full information) to separate itself from the low-quality type, there may be other locations (between $1/2$ and the full information location $\bar{B}$) that allow separation. In general, we can derive conditions so that the high-quality type chooses a location $x \in [1/2, 1]$ in a separating equilibrium. Further, we look for the value of $x$ that satisfies these conditions while minimizing the signaling distortion or, equivalently, minimizing the distance from the full information location. As shown below, given our construction, the value of $x$ that allows us to obtain separation while minimizing the distortion (equivalently, minimizing the distance from the full-information location) is the unique separating equilibrium that satisfies the “intuitive criterion” of Cho and Kreps [6].

We can now generalize the above analysis. Let us denote by $\pi(b, \ell; \bar{q})$ the per-period profit of the first entrant (firm $B$) that is believed to have high quality ($\bar{q}$) with probability $b$ and is located at point $\ell$ (and under the assumption that the second mover will locate at 0). Note that this profit is indexed by the high-quality type’s quality, $\bar{q}$. Also note that $\pi(0, x; \bar{q})$ is the same for all $\bar{q}$ and, so, when $b = 0$ we simply write $\pi(b, x)$ instead of $\pi(b, x; \bar{q})$. Suppose that we have a separating equilibrium. First, it is easy to see that, in any separating equilibrium, the low-quality type chooses to locate at the extreme point 1. So, we can write $B(L) = 1$ (to indicate that the
low-quality type of the first entrant, firm $B$, is at 1). Similarly, suppose that, in equilibrium, the high-quality type selects location $x$: $B(H) = x$. Then, the high-quality type has equilibrium profit $\pi(1, x; \bar{q})/(1 - \delta)$ and the low type has profit $\pi(0, 1)/(1 - \delta)$. The condition for the low-quality type not to mimic the high-quality type is

$$\frac{\pi(0, 1)}{1 - \delta} \geq \pi(1, x; \bar{q}) + \frac{\delta}{1 - \delta} \pi(0, x) \Leftrightarrow \delta \geq \frac{\pi(1, x; \bar{q}) - \pi(0, 1)}{\pi(0, 1) - \pi(0, x)}$$  \hspace{1cm} (3.17)

Furthermore, based on our analysis under full-information, we can calculate that (assuming $t = 1$) we have $\pi(0, 1) = 0.5$, $\pi(0, x) = \frac{(4x - x^2)^2}{18x}$, and $\pi(1, x; \bar{q}) = \frac{(4x - x^2 + \bar{q})^2}{18x}$.

Substitution of the relevant expressions into (3.17) gives

$$\phi(x, \bar{q}) \equiv \frac{(4x - x^2 + \bar{q})^2 - 9x}{9x - (4x - x^2)^2} \leq \frac{\delta}{1 - \delta}. \hspace{1cm} (3.18)$$

The meaning of this expression is that, for a given value of $\delta$ (and $\bar{q}$), a value of $x$ that satisfies (3.18) represents a location for the high-quality type that the low-quality type does not find profitable to mimic.

To minimize the distortion for the high-quality type, we look for the largest value of $x$ that satisfies (3.18) with equality. Thus, we need to study (3.18) more closely, to establish that such a value is well defined. The analysis is in the Appendix and the results are as follows.$^{30}$

**Remark 1.** (At least, in the range $\bar{q} \in [1, 1.267]$ that we are focusing on.) For any $\bar{q}$, there is a unique value $\delta_o(\bar{q})$ (defined by $\min_x \phi(x, \bar{q}) = \delta_o(\bar{q})/(1 - \delta_o(\bar{q}))$) such that: for $\delta < \delta_o(\bar{q})$ there is no value of $x \in [0, 1]$ that satisfies (3.18); for $\delta > \delta_o(\bar{q})$ the

$^{29}$To obtain these expressions, substitute $B = x$, $A = 0$, and $t = 1$ into (2.4), (2.5) and use (2.2) and (2.5) to calculate profits. The last two of the expressions here are under the assumption that $x$ is greater than the threshold $\bar{B}$, otherwise the first mover captures the entire demand and we have $\pi(1, x; \bar{q}) = \bar{q} - x^2$.

$^{30}$See also figure 7.
maximum value of $x$ that satisfies (3.18) is uniquely defined. This critical value of $x$ is between $1/2$ and $\bar{B}$. As $\delta$ increases, the critical value of $x$ increases as well.

Intuitively, when the discount factor is low, the low-quality firm always finds it in its best interest to mimic the high-quality firm’s location and thus separation is not possible. As the discount factor increases, the low-quality type starts putting more weight on the future periods (when it will be competing in the market after it has been revealed that its quality is low) and the temptation to mimic the high-quality firm’s location becomes weaker, allowing, in turn, the high-quality firm to achieve separation with a smaller distortion relative to the full-information location $\bar{B}$.

While any $x$ that satisfies (3.18) means that the low-quality firm would not find it in its interest to mimic, we are primarily interested in equilibria where the high-quality type chooses the location, $B(H)$, that satisfies (3.18) with equality. As mentioned above, this is the unique separating equilibrium that satisfies the “intuitive criterion” of Cho and Kreps [6]. The idea is as follows. Consider an equilibrium where the high-quality type locates at $x$, with $x < B(H) < \bar{B}$. Consider now a deviation to location $x'$, with $x < x' < B(H)$. What should be the beliefs after observing such a deviation? According to the “intuitive criterion,” the beliefs should assign zero probability to the low-quality type. The reason is that the low-quality type would not choose that location even under the most favorable beliefs, that is, even if it is interpreted to be high-quality with probability one (in the first period). We know that this is true because, by construction, any location at the left of $B(H)$ means that the low quality firm would not choose to locate there even if it were interpreted as high quality. Given now that the low-quality firm would never choose $x'$, beliefs should assign probability one to the high type after observing a location $x'$. But then, if it is to be interpreted as a high-quality type, the high-quality type would prefer to be located at $x'$ rather than at $x$, that is, the location at $x'$ would give higher profit to the high-quality type than the profit under the proposed equilibrium. We conclude that an equilibrium where the high-quality type locates at $x$, with $x < B(H)$ fails
the “intuitive criterion,” and that the only equilibrium that survives the “intuitive criterion” assigns location $B(H)$ to the high quality-type.$^{31}$

Note that (3.18) guarantees that the low-quality type does not wish to mimic the high-quality type. Similarly, we can write down conditions for the high-quality type not to have a profitable deviation. As in the example discussed above, if $\delta = 1$ and $B(H) < \bar{B}$, it is immediate that the full-information optimal location $\bar{B}$ represents a profitable deviation for the high-quality type: then there is no reason to distort the first period location given that quality is revealed after the first period. On the other hand, if beliefs at any location other than $B(H)$ are that quality is low, if $\delta = 0$ the deviation that gives the highest profit is to point 1. More generally, for the high-quality firm not to have an incentive to deviate from the equilibrium location $B(H)$, we require that

$$\max_{x \in [\bar{B}, 1]} \left\{ \pi(0, x) + \frac{\delta}{1 - \delta} \pi(1, x; \bar{q}) \right\} \leq \frac{\pi(1, B(H), \bar{q})}{1 - \delta}, \quad \text{or} \quad (3.19)$$

$$\max_{x \in [\bar{B}, 1]} \left\{ \frac{(4x - x^2)^2}{18x} + \frac{\delta}{1 - \delta} \frac{(4x - x^2 + \bar{q})^2}{18x} \right\} \leq \frac{1}{1 - \delta} \frac{(4B(H) - (B(H))^2 + \bar{q})^2}{18B(H)}.$$

From the above discussion it should be clear how a separating equilibrium can be constructing. We summarize the discussion as follows.

**Proposition 5.** Location may be a signal of quality. Consider the incomplete information game defined above. When the discount factor, $\delta$, is close to zero, a separating equilibrium does not exist (since the type that has lower equilibrium profit

$^{31}$This is also the equilibrium that satisfies the “undefeated” refinement of Mailath, Okunoffujiwara, and Postlewaite [21] that places restrictions on beliefs across equilibria. The equilibrium where the high-quality type locates at $B(H)$ “defeats” the equilibria where the high-quality type locates at $x$, $x < B(H)$, that is, more distanced from the full information location, $\bar{B}$. Roughly speaking, given that there is also an equilibrium where the high-quality type locates at $x'$ with $x < x' < B(H)$, when considering the original equilibrium, a deviation to $x'$ should be interpreted as “a proposal” for the second equilibrium. In particular, off-the-equilibrium beliefs should be consistent with beliefs at the other equilibrium. But then, clearly a profitable deviation exists (to $x'$) that upsets the equilibrium with location at $x$. 
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would mimic the other type’s location). When $\delta$ is close to 1, there is separation with each type selecting their full-information locations (and, so, separation involves no distortion of location choices). When $\delta$ is not too close to 1 or too close to zero, there is a unique separating equilibrium that satisfies the “intuitive criterion”. In this equilibrium, the high-quality type may choose to locate closer to competition than under full-information.

It is helpful to present here some numerical examples. Using (3.18) we can calculate that the critical location (the one satisfying (3.18) with equality) is $x = 0.875$ if $\delta = 0.95$ and $\bar{q} = 1.2$, $x = 0.771$ if $\delta = 0.9$ and $\bar{q} = 1.2$, $x = 0.592$ if $\delta = 0.8$ and $\bar{q} = 1.2$, and $x = 0.885$ if $\delta = 0.95$ and $\bar{q} = 1.1$. As discussed above, we can then construct separating equilibria (that satisfy the “intuitive criterion”). For example, when $\delta = 0.9$ and $\bar{q} = 1.2$ we have $B(H) = 0.771$ and $B(L) = 1$. Note that, under full information, a first mover with quality $\bar{q} = 1.2$ would choose to locate at 0.877 and thus separation here implies choosing to locate closer to competition (than under full information) in order to signal high quality. Note that, for a given $\bar{q}$, a higher value of $\delta$ leads to a higher $x$ (and closer to the full information point $\bar{B}$). A higher $\delta$ makes mimicking more costly for the low-quality type and, so, the high-quality type does not need to distort its location by much for the low-quality type not to be able to mimic.

32It can be also checked that, for these values, the high-quality type has no profitable deviation. For example, consider $\delta = 0.9$, $\bar{q} = 1.2$ and an equilibrium with $B(H) = 0.771$ and $B(L) = 1$. It can be calculated that, in equilibrium, the high-quality type has per-period profit 0.98089, with a total profit of $0.98089/(1-0.90) = 9.8089$. A deviation to 1 would give profit $0.5 + \frac{0.98}{1-0.90}(0.98) = 9.32 < 9.8089$, while a deviation to $\bar{B} = 0.877$ (and assuming that it is interpreted as a low quality in the first period) gives overall profit $0.47519 + \frac{0.98}{1-0.90}(0.98281) = 9.3205 < 9.8089$. Similarly, is can be shown that any other deviation gives lower profit than 0.98089, and thus this configuration constitutes an equilibrium.
3.3. Further observations

Our analysis above has considered only some of the aspects of location in an environment with incomplete information about quality. Our goal was to demonstrate how location may serve as a signal of quality, and we chose to do this within a framework that we have tried to keep as simple as possible. Of course, many additional aspects of the problem remain open, including alternative timing assumptions in the game, with some of these discussed later in the paper.

A number of observations are in order regarding the above analysis. First, we have examined how location may signal quality. It is important to note that, in principle, beliefs can be influenced, of course, not only by a firm’s location but also by its price (or other choice variables). So, in more general settings, we could have signaling through location, signaling through price, or both. Our formulation requires beliefs to be formed after the entrant’s location is observed, and then prices to be determined in the subgame given these beliefs.\(^{33}\) In particular, in the model considered it is not possible for firms to separate with respect to prices when they are pooling with respect to locations. This is because there is no mechanism in the paper that prevents a low quality firm from mimicking the high quality firm’s strategy. Mechanisms that allow prices to function as signals of quality, for example the presence of some informed consumers, cost differences, and repeat purchases, have been explored in the literature in a variety of models.\(^ {34}\) To focus on the main point, we have kept the model here as simple as possible. Our formulation appears a reasonable starting point which allows us to focus on the information role of locations. However, extensions of this work, employing more general formulations, might allow us to also consider issues related to multi-dimensional signaling.\(^ {35}\) In our case, the situation is complicated by the

\(^{33}\)This is consistent with the notion that location (or product characteristics) are more difficult to change than prices.

\(^{34}\)See, for example, Milgrom and Roberts [22] and Bagwell and Riordan [4].

\(^{35}\)See, for example, Milgrom and Roberts [22] on signaling through a combination of advertising
fact that, after the entrant chooses its location, prices are determined in equilibrium by both the informed and the uninformed firm, instead of all uninformed agents (consumers and a firm) moving only after they observe the location and price of the firm with private information. Note also that a key difference between the two strategic variables in the model is that location cannot be changed from period to period while the price can be changed.

An additional point concerning pooling is the following. Consider again the game where the first entrant has quality $q \in \{0, \bar{q}\}$ but now suppose that $\bar{q}$ is slightly below 1 so that both types of the first mover would have chosen to locate at point 1 under full information. But this does not necessarily mean that both firms with location at point 1 represents a “plausible” pooling equilibrium of the incomplete information game. In particular, the high-quality type may have an incentive (if the discount factor is not too close to 1) to signal its quality by locating closer to competition. We briefly discuss this point here. Suppose that we have a pooling equilibrium where both types locate at 1. This may indeed be supported as a pooling equilibrium, with posterior beliefs following the prior distribution at each location. But these “off-the equilibrium” beliefs may be problematic and the equilibrium may fail the “intuitive criterion.” The idea is again that a deviation from 1 to some other location may have to be interpreted as coming for a high-quality type (because the low quality type would never choose to deviate to such a location), and then a high-quality firm may indeed have an incentive to deviate to that location.\footnote{More formally, equilibrium payoffs would be $\pi(\rho, 1; \bar{q}) + \frac{\delta}{1-\delta}\pi(1, 1; \bar{q})$ for the high-quality type, and $\pi(\rho, 1; \bar{q}) + \frac{\delta}{1-\delta}\pi(0, 1)$ for the low-quality type. Consider a deviation to a location $x' < 1$. For some parameter values, we have that the low-quality type does not want to move to $x'$, even if interpreted as high-quality (in the first period): $\pi(1, x'; \bar{q}) + \frac{\delta}{1-\delta}\pi(0, x') \leq \pi(\rho, 1; \bar{q}) + \frac{\delta}{1-\delta}\pi(0, 1)$. On the other hand, the high quality type may want to move to $x'$ if beliefs put probability one to high quality: $\frac{\pi(1, x'; \bar{q})}{1-\delta} \geq \pi(\rho, 1; \bar{q}) + \frac{\delta}{1-\delta}\pi(1, 1; \bar{q})$. In such a case, the “intuitive criterion” fails.}

4. Extensions and alternative formulations

Thus far the paper has presented the main intuition and results, in a framework that is as simple as possible and makes the analysis easy to compare to existing research in the area. There are a number of alternative formulations, however, and possible extensions of the analysis that is useful to consider in order to obtain a more complete understanding of the problem.

4.1. Locations outside the unit interval

Our analysis has followed past work on location choices that, with very few exceptions, has assumed that firms cannot locate outside the (unit) interval where consumers are located. However, in some situations it is reasonable to assume that firms can locate outside the interval of consumers’ locations. For completeness, we now relax this assumption. The goal is to understand how location incentives vary as a function of the quality difference between the firms in the game with enlarged strategy spaces. As shown below, whereas it still remains true that the low-quality firm has a stronger incentive than the high-quality firm to move away from the competition, allowing the firms to locate outside the unit interval generates new insights. With respect to the formal analysis, we maintain all the assumptions made in the basic model, except that firms can now choose to locate anywhere on the real line.\footnote{See Anderson, Goeree, and Ramer [1] for a characterization of the equilibrium (when firms can be located outside the unit interval) for more general consumer densities (this work, however, does not examine how firms’ incentives change when firms differ with respect to quality, which is our focus).}

**Proposition 6.** Suppose that the two firms, $A$ and $B$, can choose any location on the real line and that they choose their locations simultaneously. In equilibrium, the low quality firm, $A$, has positive price (and market share) if and only if $q/t \leq 9/4$. For $q/t \leq 9/4$ the equilibrium locations are
\[ A^* = -\frac{1}{4} - \frac{q}{3t}, \quad B^* = \frac{5}{4} - \frac{q}{3t} \]  

(4.20)

and the equilibrium prices are

\[ p^*_A = \frac{3}{2} t - \frac{2}{3} q, \quad p^*_B = \frac{3}{2} t + \frac{2}{3} q. \]  

(4.21)

(Of course, we also have a symmetric equilibrium by exchanging the locations of \( A \) and \( B \).)

**Proof.** Simple arguments show that the equilibrium price expressions in Proposition 1 are still valid when firms choose locations outside the \([0,1]\) interval. Then we can proceed as before to obtain the expressions for profits as functions of the firms’ locations and using the envelope theorem we have

\[ \frac{\partial \pi^*_A}{\partial A} = p^*_A (A - B)(3A - B + 2) - q/t \]

\[ \frac{\partial \pi^*_B}{\partial B} = -p^*_B (A - B)(4 + A - 3B) + q/t \]

Substituting the relevant price expressions and solving the system of the two first-order conditions, we obtain the equilibrium locations (4.20) and, substituting into the price expressions in Proposition 1, we obtain the equilibrium prices. We only need to consider the possibility that the high-quality firm captures the entire market. Straightforward calculations show that this does not happen if and only if \( q/t \leq 9/4 \) (this condition is equivalent to \( p^*_A \geq 0 \)).

It follows from the above Proposition, that when there is no quality difference \( (q = 0) \), the firms locate at \(-1/4\) and \(5/4\) (with prices equal to \(3t/2\)). Also, the distance of the two firms, \( B - A = 3/2 \) is constant for all \( q \). As \( q \) increases, the high-quality firm, \( B \), moves closer to \( 1/2 \), while firm \( A \) is pushed further away to the

\[ 38 \text{The system of the first-order conditions becomes } 2(A - B) + 3A^2 - 4AB + B^2 = q/t \text{ and } 4(B - A + AB) - 3B^2 - A^2 = q/t. \]
left. In addition, as $q$ increases, $p^*_B$ increases while $p^*_A$ decreases. When $q/t = 9/4$, the high-quality firm is located at $1/2$ (with price $3t$), while the low quality firm is located at $-1$ (with zero price). Figure 8 represents the equilibrium locations.\(^{39}\)

Observe that this analysis has implications that are different from when firms are constrained to locate within the unit interval. In particular, the distance between the two firms does not change (at least as long as the quality difference is not too large). More importantly, from the point of view of this paper, the high quality firm’s equilibrium location is a monotonic function of quality and the high quality firm chooses locations that are closer to the midpoint of the unit interval than the low quality firm’s locations. This monotonicity makes it easy to consider location as a signal to quality. One can have an analysis similar to the one presented earlier in the paper and see that, when firms have private information about their quality, firms can use their location as a signal, with high-quality firms choosing to locate closer to the midpoint of the unit interval that they would under full information.\(^{40}\)

\(^{39}\)As in the case when locations are restricted to be in $[0,1]$ we could also consider parameter values beyond the point where the high-quality firm captures the entire market. In particular, it can be shown that, as $q/t$ increases beyond $9/4$, $A$ has an incentive to move further to the left (past the point $1/2$). The analysis is not essential for our results (and is complicated since it involves a number of corner solutions), and is thus omitted.

We can also derive the location choices under sequential moves. Again consider $q/t \leq 9/4$ and suppose that firm $B$ moves first. It is straightforward to show that the optimal location for the follower, $A$, is $\frac{1}{4}[(2B - 1) - \sqrt{(B + 1)^2 + (3q/t)}]$ and that, substituting this choice into firm $B$’s profit, we obtain $\frac{d\pi_B}{d\theta} = p_B[(1/\sqrt{(1 + B)^2 + (3q/t)}) - (2/3)]$ which is negative in the relevant range ($B \geq 1/2$). We conclude that, for $q/t \leq 9/4$, when firm $B$ moves first it chooses to locate at $1/2$ while $A$ locates at $-\sqrt{(1/4) + (q/3t)}$. The follower’s location, therefore, ranges from $-1/2$ (for $q/t = 0$) to $-1$ (for $q/t = 9/4$).

\(^{40}\)Notice that, depending on whether choices are sequential or simultaneous, another effect may be important here, that a firm may want to induce its rival to locate as far as possible from “its market”. The simplest situation in which one can examine the signaling role of prices is when one of the firms, say $A$, has already an established location in the market and firm $B$, which has private information about its quality, chooses its location (again with quality becoming known after the first
4.2. Consumer heterogeneity with respect to quality

In the model, we have assumed that consumers are only differentiated with respect to one of the product dimensions and we have assumed that quality enters all consumers’ utility function in the same way (see expression (1)). In general, while all consumers agree on the ranking of different qualities, they may differ with respect to their valuation for quality. More precisely and following Mussa and Rosen [23], in (1) we could pre-multiply $q_i$ by a parameter $\theta$, with $\theta$ distributed across consumers.\(^{41}\) Such a formulation would change the analysis in the following way. With enough differentiation in consumers’ tastes for quality, a low-quality firm could make positive profit even if it had the same location as its high-quality rival. The idea, which is central in much of the vertical differentiation literature, is that some consumers buy high quality (at high price) and others low quality (at low price). Thus, for any given firm, the need to differentiate in the horizontal dimension is now not as imperative and the strategic incentives explored in the paper become relatively weaker.\(^{42}\) However, even in this “enriched” model, it would be true that a low-quality firm has a stronger incentive than a high-quality firm to differentiate itself from a rival. Thus, at least when consumer heterogeneity with respect to the quality characteristic is not too great, the basic intuition and results of the paper would remain valid.

\(^{41}\)Consumers are then distributed on a two-dimensional space, while in the model they are distributed on a line.

\(^{42}\)In Neven and Thisse [24], for some parameter values, the “direct” effect dominates the “price-competition” effect and firms with different qualities choose to locate at the midpoint of the unit interval. See also footnote 22 and the discussion in Section 2.6 above.
4.3. Low values relative to the outside option

In the analysis we have assumed that all consumers prefer to purchase one unit of the good to not purchasing at all. In other words, we have assumed that \( R \) in expression (2.1) is large enough that, in equilibrium, consumers always choose to purchase from \( A \) or \( B \). While such an assumption is standard in the literature and appears reasonable for our analysis, it is interesting to discuss the implications of relaxing it.\(^43\) The point here is that when firms cannot take as given that all consumers will purchase from one firm or the other, there is an additional cost associated with moving to an extreme location, because such a strategy implies that some consumers have to pay a high transportation cost. In particular, the above analysis has shown that, when the quality difference is large, the high-quality firm prefers to minimize the distance from its low-quality rival even if the rival is located at an endpoint. Contributing to this result is that consumers only compare high-quality to low-quality. When \( R \) is low, however, a high-quality firm competes not only with its low-quality rival but also with the outside option and, therefore, may choose not to move to an endpoint.\(^44\)

Let us briefly revisit the location and pricing problem of the firms, allowing now \( R \) to be small. For example, in Proposition 1 we saw that for \( R \) high enough, if \( A = B = 0 \), the equilibrium prices are \( p^*_A = 0 \) and \( p^*_B = q \). Since consumers also pay the transportation cost, if \( R \) were low relative to the outside option, only some of the consumers would receive a positive surplus. For all consumers to purchase we need \( R > t \cdot 1^2 = t \), in other words, the value of the good has to be higher than the transportation cost even for the most remotely located consumer. If \( R < t \) then, for \( p^*_A = 0 \) and \( p^*_B = q \), the high-quality firm demand is less than 1, and it is not guaranteed that these locations and prices constitute an equilibrium. In fact, we can show that, for some parameter values, this is not an equilibrium. To see this, first

\(^{43}\) Economides [10] relaxes this assumption and shows that the non-existence problem in the Hotelling model with linear transportation cost can be solved.

\(^{44}\) Note that the optimal location for a monopolist is the midpoint of the market interval.
observe that when we explicitly recognize that consumers have an outside option, a consumer located at \( x \) may choose to purchase either from \( A \) or from \( B \) or not purchase at all, according to \( \max\{R - p_A - t(x - A)^2, R + q - p_B - t(x - B)^2, 0\} \).

Let now \( R < \min\{t, q/2\} \). Then we can show that when \( A = B = 0 \) and \( p_A = 0 \), the optimal price for \( B \) is \( p_B^* < q \), with \( p_B^* = \frac{2}{3}(R + q) \) if \( R + q \leq 3t \) and \( p_B^* = R + q - t \) if \( R + q > 3t \), while \( B \)'s profit is \( \pi_B^* = \frac{2}{3}(R + q) \) if \( R + q \leq 3t \) and \( \pi_B^* = R + q - t\sqrt{\frac{R + q}{3t}} \) if \( R + q > 3t \). Then, it is easy to see that when \( A = 0 \), 0 is not an optimal location for \( B \).45

We thus see that when consumers have an outside option, for some parameter values there is an incentive for the firms to move closer to the market center than our previous analysis suggests. A complete analysis of the equilibria when \( R \) is arbitrarily low requires considering a number of simultaneous corner constraints and is outside the scope of this paper. Examples indicate that there are equilibria where, for \( R \) low, the high quality-firm chooses an interior location (with a low-quality firm at an endpoint). The point of the discussion here is that bringing an outside option into the picture may affect the dynamics of competition between the two firms.46 Regarding the incomplete information analysis, by making a corner solution less desirable and bringing the high-quality firm to an interior location, an outside option can be helpful in considering how location can be used as a signal.

---

45The proof is as follows. When \( B \) charges \( p < q \), no consumer prefers to purchase from \( A \) rather than \( B \). A consumer indifferent between purchasing one unit of the good or not is located at \( d = \sqrt{(R + q - p)/t} \). Total demand for \( B \) is \( \min\{d, 1\} \). \( B \)'s profit is \( p\sqrt{(R + q - p)/t} \) if \( p > R + q - t \) and \( p \) if \( p \leq R + q - t \) and optimization gives the result. \( R < \min\{t, q/2\} \) guarantees that the consumers prefer to purchase from \( A \) rather than from \( B \). If this condition fails, the optimal price for \( B \) is \( q \). Under these conditions and proposed prices, all consumers strictly prefer to purchase from \( B \) than from \( A \). Even if \( B \) decreased its price a little, \( 0 \) would still be an optimal price for \( A \). On the other hand, by moving from \( B = 0 \) slightly to its right, \( B \) relaxes the outside option constraint and can strictly increase its demand without decreasing its price, thus increasing its profit.

46It appears likely that similar considerations arise in a model where three, rather than two firms, compete in the market.
4.4. Other signaling possibilities

There are several additional dimensions and extensions of the problem under incomplete information. We briefly discuss some of them here. An issue that has been left open in the previous analysis is two-way signaling. In the model, only one of the firms has private information about its quality, whereas there is symmetric information concerning the quality of the second firm. It seems interesting to study firms’ competition and the information structure when two firms, each with private information about their own quality, can choose their locations.\(^{47}\) Again, there is a number of possible formulations (location decisions, for example, could be simultaneous or sequential).

A related interesting possibility is that, when a firm chooses to locate near another firm, consumers take that location to signal not only the entrant’s impression of its own quality but also the entrant’s impression of the incumbent’s quality.\(^{48}\)

More generally, the idea that location (or variety) can be a signal of quality can be studied in frameworks that differ from the one presented here. For example, suppose that demand is not uniformly distributed with respect to different varieties. Then the decision of a firm to choose a location or a variety that is not very popular for “horizontal” reasons may also be viewed as a signal of high quality.

5. Conclusion

This paper has examined aspects of oligopolistic competition in markets where products are differentiated both horizontally and vertically. Consumers may be attracted to a product because its overall quality is high, or because it is of a special variety that satisfies their individual tastes. This formulation allows us to highlight aspects

\(^{47}\)See Mailath [20] on simultaneous signaling by firms with private information about their own costs.

\(^{48}\)This possibility raises a multi-sender signaling issue as, for example, in Bagwell and Ramey [3].
of the role that quality plays in markets that are different from that in models of pure vertical differentiation. From the point of view of a low-quality firm, in this paper it is “bad news” if the quality of the high-quality firm increases. In contrast, in a pure vertical differentiation model this would typically be “good news”.

The main idea in the paper is that, if firms have private information about product quality, their choice of variety (or location) can be used as a signal of quality. In the model, high-quality firms find it less costly than low-quality firms to locate closer to rival firms. Thus, locating closer to other firms (moving towards spatial agglomeration) or, equivalently, not differentiating the product much in the horizontal dimension, may be a signal of high quality. For example, the location of a restaurant in a city’s “restaurant district” may be a signal of high quality, in the sense that its quality is high enough to survive intense competition. A researcher who chooses to work on a topic that many other researchers are studying may be sending a signal about her overall research ability. More generally, this logic may help explain why, in a large number of markets, many products look very much alike in certain dimensions.

Generally speaking, this paper suggests that a product characteristic may be viewed as a signal of some other characteristic of the product that consumers care about. Moreover, firms may choose to “distort” a given characteristic of a product (choosing a different product design than under full information), in order to signal some other characteristic of the product (such as “high quality”). It is not being argued here, of course, that the logic in this paper is the only possible explanation, in all markets, for why firms may locate close to other firms in product or geographical space. Other reasons, such as search, have been presented in the literature and a different combination of reasons may be more relevant for each real-life case. However, the logic presented here is an intriguing one, as it involves potential distortions in product characteristics and appears plausible to the extent that agglomeration or other observed regularities in horizontal space appear correlated with vertical differentiation characteristics.
In addition to the extensions discussed in the previous section, there is a number of other potentially interesting ideas for future work. For example, in some markets, firms may be able to price discriminate among consumers. While past work has considered location models with price discrimination, it appears interesting to revisit the issue when there is also quality differentiation. In also seems interesting to examine the relation between the behavior explored in this paper and the idea, presented in the literature, that agglomeration may be due to search externalities. We can revisit the idea that imperfectly informed consumers prefer to visit locations with multiple firms, when there is also quality differentiation. The point here is that high-quality firms may have a higher incentive to move to a “cluster”, whereas low-quality firms prefer to move to a different location because, within a cluster, the comparison with other firms is not favorable. This comparison, in turn, implies that average quality may be higher in a cluster than elsewhere, which may attract more consumers there, thus further strengthening firms’ incentives to move to a cluster (as well as price competition within a cluster). This mechanism is related to but different from the idea in the present paper, where the analysis is driven by signaling, not search. In both cases, however, a central consideration is that high-quality firms find it relatively less costly than low-quality firms to locate closer to competition.
Appendix

Study of inequality (3.18)

The left-hand side of (3.18) can be rewritten as

$$
\phi(x, \bar{q}) = \bar{q}f(x, \bar{q}) - 1,
$$

where

$$
f(x, \bar{q}) \equiv \frac{\bar{q} + 2(4x - x^2)}{9x - (4x - x^2)^2}. \tag{3.18b}
$$

It is straightforward to check that the following statements are true for \( \phi(x, \bar{q}) \). It is continuous in \( x \in (0, 1) \) and has asymptotes at \( x = 0 \) and \( x = 1 \). In particular, for any \( \bar{q} > 0 \) we have

$$
\lim_{x \to 0^+} \phi(x, \bar{q}) = \lim_{x \to 1^-} \phi(x, \bar{q}) = +\infty.
$$

Further, \( \phi \) is U-shaped in \( (0, 1) \). Its unique minimum in this interval occurs at point \( x \) that solves \( \partial \phi(x, \bar{q}) / \partial x = 0 \) or equivalently (for \( \bar{q} \neq 0 \)) \( \partial f(x, \bar{q}) / \partial x = 0 \). This last condition can be written as

$$
\frac{\partial f(x, \bar{q})}{\partial x} = \frac{(4x^3 - 24x^2 + 32x - 9)\bar{q} - 2x^2(2x^3 - 20x^2 + 64x - 55)}{x^2(1 - x)^2(x^2 - 7x + 9)^2} = 0.
$$

It can be checked that, for \( \bar{q} \) positive, this equation has a unique solution. This solution satisfies

$$
\bar{q} = \frac{2x^2(2x^3 - 20x^2 + 64x - 55)}{4x^3 - 24x^2 + 32x - 9}
$$

and \( x < 0.3856 \) (0.3856 is a root of the expression that pre-multiplies \( \bar{q} \) in the numerator of \( \partial f(x, \bar{q}) / \partial x \)).

While it is messy to express \( x \) as a function of \( \bar{q} \), it is easy to show that in the relevant range \( x \in (0, 1) \) and \( \bar{q} > 0 \) it represents an one-to-one relation between the two variables. In other words, for a given \( \bar{q} \) we can find the value of \( x \) that minimizes
\( \phi(x, q) \). Let us call this value \( \hat{x}(q) \). Substituting this value, we obtain the minimum value of the left-hand side of (3.18), \( \phi(\hat{x}(q), q) \).

With respect to the main arguments in our analysis, there are two important implications here. First, \( \phi \) is continuous and strictly increasing in the interval \((\hat{x}(q), 1)\) and tends to \( +\infty \) as \( x \) approaches 1. Thus as long as \( \delta \) is not too low, we can determine uniquely the maximum value of \( x \) that satisfies (3.18) with equality. In particular, in the relevant range \( q \in (1, 1.267) \) given in Proposition 2, this value of \( x \) will be always in between \( 1/2 \) and \( \bar{B} \). Second, once we obtain the minimum value \( \phi(\hat{x}(q), q) \) we can solve \( \phi(\hat{x}(q), q) = \delta/(1 - \delta) \) to obtain value \( \delta_0(q) \), the minimum value of \( \delta \) required for a separating equilibrium. For \( \delta < \delta_0(q) \) the low-quality firm always wants to mimic the high-quality firm strategy. For \( \delta > \delta_0(q) \) if the high-quality firm chooses a location \( x \), with \( x > \frac{1}{2} > \hat{x}(q) \), the low-quality firm would prefer to locate at point 1 rather than mimicking the high-quality strategy.
References


FIGURE 1. At $B = \hat{B}$: $p_B^* - q + tB^2 = p_A^* = 0$, $z = 0$.

FIGURE 2. $p_A^*$ and $p_B^*$ as functions of $B$, for $A = 0$. 
FIGURE 3. For $A = 0$ and $R$ high enough, the optimal location for $B$ is either 0 or $\min\{\hat{B}, 1\}$. 
FIGURE 4. B's location as a best response to $A = 0$. 
FIGURE 5. Equilibrium locations with sequential entry.
FIGURE 6. Location of first mover under sequential entry.
FIGURE 7. A separating equilibrium.

FIGURE 8. Equilibrium locations with simultaneous moves when locations outside the [0,1] interval are possible.